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Abstract

Stochastic Evolutions of Dynamic Traffic Flow: Modelling and Application

by

Xiqun (Michael) Chen

Doctor of Philosophy in Civil Engineering

Tsinghua University, Beijing

Professor Qixin Shi, Chair

Road traffic flow is intrinsic with stochastic and dynamic characteristics so that traditional deterministic theory no longer satisfies the requirements of evolution analysis. Stochastic traffic flow modelling aims to study the relationships of transportation components. The kernel is an investigation of both stochastic characteristics and traffic congestion evolution mechanism by using headway, spacing and velocity distributions. The primary contents include empirical observations, connections with microscopic and macroscopic traffic flow models, and traffic breakdown analysis of highway bottlenecks.

The thesis first analyzes the characteristics of empirical traffic flow measurements to reveal the underlying mechanism of complexity and stochastic evolutions. By using Eulerian measurements (inductive loop data) and Lagrangian measurements (vehicular trajectory data), we study headway/spacing/velocity distributions quantitatively and qualitatively. Meanwhile, disturbances of congested platoons (jam queues) and time-frequency properties of oscillations, which establish the empirical foundation for stochastic traffic flow modelling.

Then we establish the Markov car-following model by incorporating the connection between headway/spacing/velocity distributions and microscopic car-following models. Using the transition probability matrix to describe random choices of headways/spacings by drivers. Results show that the stochastic model more veritably reflects the dynamic evolution characteristics of traffic flow. As discussions of the connection between headway/spacing/velocity distributions and the macroscopic fundamental diagram model, we analyze the probability densities and probabilistic boundaries of congested flow in flow-density plot by proposing a stochastic extension of Newell’s model to study wide scattering features of flow-density points.

For applications to highway on-ramp bottlenecks, we propose a traffic flow breakdown probability model based on headway/spacing distributions. We reveal the mechanism of transitions from disturbances to traffic congestion, and the phase diagram analysis based on a spatial-temporal queueing model that is beneficial to obtain optimal control strategies to improve the reliability of road traffic flow.
To my parents,

Yuexin Chen and Shuhuai Guo
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Chapter 1

Introduction

1.1 Motivation

Traffic congestion results in a number of negative effects on: 1) Mobility. Travel delays and wasting time of passengers or goods reduce the efficiency of transportation systems and increase the opportunity costs; 2) Safety. Higher probability of serious injuries and death crashes as a result of human fallibility in congested flows; 3) Sustainability. Increased travel time and oscillatory acceleration/braking maneuvers in traffic congestion induce significant environmental impacts, such as fuel consumption, greenhouse gas emissions, air pollution, noises, etc.

Road traffic flow is influenced by various random factors, including both external factors (e.g. weather) and internal factors (e.g. transportation facilities, vehicle characteristics, driver behaviors, etc). These stochastic influences make deterministic traffic flow models difficult to accurately estimate and predict dynamic evolutions. To overcome this problem, numerous stochastic approaches were developed for continuous traffic flow on the basis of microscopic/macroscopic traffic flow models. Particularly, different kinds of drivers (e.g. aggressive versus passive, young versus old, skilled versus greenhand, rigorous versus fatigued) run different kinds of vehicles (e.g. cars versus trucks, buses) on the same road, and thus, traffic flow is heterogeneous.

Since headway/spacing/velocity perform fundamental roles in stochastic traffic flow modeling, it is significant to study their stochastic characteristics in traffic flow evolutions. According to Highway Capacity Manual 2000 (on page 48 of [238]),

Definition 1. Headway \((\text{time headway, } h)\) is the time, in seconds, between two successive vehicles as they pass a point on the roadway, measured from the same common feature of both vehicles.

Studies on headway distributions received continuous interests since the birth of traffic flow research, because of their wide applications ranging from measuring road capacity to scheduling traffic signals. Headway distribution model is one of the most well-known
mesoscopic flow models, in which vehicles and driver behaviors are described by more aggregated terms instead of individual interaction rules. It is assumed that these headways are independent and identically distributed (i.i.d.) random variables.

Spacing is another important statistics in traffic flow modeling. According to Highway Capacity Manual 2000 (on page 56 of [238]),

**Definition 2.** Spacing (space gap, $s$) is defined as the distance, in feet or meters, between two successive vehicles in a traffic lane, measured from the same common feature of the vehicles.

Numerous probability models have been proposed to fit the empirical distributions of headway/spacing [27, 31, 49, 102, 118, 166, 196, 235, 237, 256, 269], such as Gaussian distribution, lognormal distribution, etc. Based on the statistical characteristics, we incorporate a Markov model that yields the steady-state headway/spacing distributions as those observed in practice to simulate transient-state statistics of road traffic for different driving scenarios, including highway traffic and urban street traffic. This stochastic model is in accordance with our daily driving experiences.

Traffic flows are often described by three macroscopic variables: traffic flow rate $q$ (veh/h), traffic density $\rho$ (veh/km), and mean velocity $v$ (km/h). The relationships among the macroscopic variables and the aforementioned microscopic variables are $q = 3600/h$ and $\rho = 1000/s$. The fundamental diagram (FD) is the most widely used model to describe the equilibrium flow-density relationship. But field observations show the possible inconformity between the wide scattering features of flow-density plot and the fundamental diagram assumption. Thus, it is necessary to establish a tight link and a statistical relationship between the spacing/headway distribution model and the wide scattering feature of flow-density plot because the stochastic fundamental diagram is more consistent in empirical measurements.

Traffic congestion performs temporal-spatial features observed from field traffic data. Many random factors influence empirical observations, such as driver characteristics, stochastic car-following behaviors, random headway/spacing perceptions and choices, weather and infrastructure conditions, time of day, etc. In particular, traffic congestion caused by on-ramp flow is one of the main influencing factors for highway mobility. From the macroscopic point of view, traffic breakdown phenomena show sudden transitions from free flow states to congested states (obvious velocity reduction) within a short period of time. The problem to describe the formation, evolution and dissipation of such congestions received increasing interests in the last decade. Since phase diagram approach provides a tool to categorize the rich congestion patterns and explain the origins of some complex phenomena at bottlenecks. To solve this problem via a minimum number of parameters and rules, we may need a concise temporal-spatial queueing model to depict traffic jams in trajectories by extending the Newell’s simplified model.
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1.2 Objectives

This study aims to investigate the stochastic evolution modeling for highway traffic flow to reveal the mechanism of complex and dynamic traffic congestion. We will first review the existing studies on stochastic traffic flow approaches and probabilistic distributions of headway/spacing. Motivated both by the availability of vehicle trajectory data, and by the need for traffic congestion reduction, the goal of this dissertation is to develop a framework of stochastic traffic flow evolution analysis by using Eulerian and Lagrangian field measurements that empirically reveal the important characteristics of traffic congestion.

We aim to emphasize the features of headway/spacing/velocity distributions, which establish a tight connection between microscopic and macroscopic traffic flow approaches. We also target to adapt these empirical observations into stochastic modeling problems by proposing a Markov car-following model and a stochastic fundamental diagram model, because the randomness explicitly embedded in these models could be reasonably explained as the outcome of the unconscious and also inaccurate perceptions of space and/or time interval that people have. We will study a behavioral or psychological mechanism that is different from other approaches to explain the stochastic traffic flow features.

We aim to develop a traffic flow breakdown probability model and its corresponding phase diagram approach to explore the phenomena that occur with continuous oscillations and lead to a wide range of spatial-temporal traffic congestion near on-ramp bottlenecks. We will study the transition process from perturbations to traffic jams in the metastable traffic flow, and the varying features of traffic flow breakdown by using vehicle trajectory data. This model will benefit the optimal control models of active traffic management by minimizing traffic flow breakdown probability and maximizing the expectation of stochastic traffic capacity.

1.3 Contributions

This dissertation contains several contributions to the state-of-art in stochastic traffic flow modeling based on headway/spacing distributions.

- A microscopic unified Markov-process car-following model: stochastic behaviors in unconscious and inaccurate perceptions of headway/spacing.

We link two research directions of road traffic, the mesoscopic headway distribution model and the microscopic vehicle interaction model, together to account for the empirical headway/spacing distributions. A unified car-following model (a Markov-headway model for high velocity and a Markov-spacing model for low velocity) will be proposed to simulate different driving scenarios, including traffic on highways and at intersections. The parameters of this model are directly estimated from the Next Generation Simulation (NGSIM) trajectory data. Empirical headway/spacing distributions are viewed as the outcomes of stochastic car-following behaviors and the reflections of the...
unconscious and inaccurate perceptions of space and/or time intervals that people may have. This explanation can be viewed as a natural extension of the well-known psychological car-following model (the action point model). The psychological explanation by the asymmetric stochastic extension of the Tau theory will be also presented. Furthermore, the fast simulation speed of this model will benefit transportation planning and surrogate testing of traffic signals.

• A macroscopic stochastic fundamental diagram model: characterizing scattering features in flow-density plots using a stochastic platoon model.

Fundamental diagram is observed as wide scattering in the congested flow regime that requires a stochastic mechanism to explain this feature. Based on the Newell’s simplified car-following model, we discuss the implicit but tight connection between the microscopic spacing/headway distributions and the macroscopic scattering feature of flow-density plot. We examine microscopic driving behaviors that are retrieved from the NGSIM trajectory database and study the asymmetric driving behaviors that result in a family of velocity-dependent lognormal type headway.spacing distributions. Then, we propose a stochastic platoon model to characterize the distribution of points in spacing-velocity plot. Extending the Newell’s simplified car-following model, we finally discuss the distribution of points in the flow-density plot.

• A traffic flow breakdown model for highway ramp bottlenecks: empirical observations, queueing theory and phase diagram analysis.

We will incorporate the queueing theory to describe traffic breakdown phenomena caused by ramping vehicle perturbations. The traffic breakdown probability directly corresponds with the probability that this jam queue dissipates in a given time period. The proposed queueing theory based model emphasizes the size evolution of a jam queue (local congested vehicle cluster) instead of its spatial evolutions. This model will capture the stochastic nature of traffic flow dynamics and therefore accounts for the probability of breakdown phenomena.

We will propose a simple spatial-temporal queueing model based on Newell’s simplified car-following model to quantitatively address some typical congestion patterns that were observed around on/off-ramps. Particularly, we examine three prime factors that play important roles in ramping traffic scenarios: the time for a vehicle to join a jam queue, the time for this vehicle to depart from this jam queue, and the time interval for the ramping vehicle to merge into the mainline. The analytically derived phase diagram will be compared with the simulation results. We will show that the new queueing model not only reserves the merits of Newell’s model on the microscopic level but also helps quantify the contributions of these parameters in characterizing macroscopic congestion patterns.

In summary, from an academic point of view, our study advances the knowledge on stochastic traffic flow modeling in both microscopic car-following models and macroscopic
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fundamental diagram contexts; from a practice point of view, this study reveals the numerous underlying aspects of empirical traffic measurements, including the complex, dynamic and stochastic phenomena of highway traffic flow.

1.4 Organization

This dissertation is organized as follows.

Chapter 2 reviews the development of traffic flow theory from the perspectives of macroscopic, mesoscopic, microscopic and stochastic approaches. Some representative models and methods in literature are summarized and compared. Particularly, various categories of headway/spacing distributions are investigated, such as univariate simple distribution, compositional distribution, mixed distribution and random matrix theory based approaches. The review summarizes four typical approaches in stochastic traffic flow modeling. The literature review forms a solid theoretical background for the whole thesis.

As shown in Figure 1.1, we explore the characteristics of empirical traffic flow measurements to reveal the complex, dynamic and stochastic phenomena in Chapter 3. We apply the the Eulerian and Lagrangian observations to qualitatively and quantitatively study some significant aspects of traffic flow features, including headway/spacing/velocity distributions, disturbances of congested platoons (jam queues) and time-frequency properties of oscillations. This work is the empirical foundation of the stochastic modeling.

In Chapter 4, from a microscopic perspective, we link two research directions of road traffic: mesoscopic headway distribution and microscopic vehicle interactions, by proposing a unified Markov state transition car-following model for different driving scenarios (highways and intersections), where random choice behaviors of headway/spacing (unconscious and inaccurate perceptions of time intervals and/or space) are the underlying stochastic sources. The parameters of this model can be directly estimated from NGSIM trajectory data. We also propose an asymmetric stochastic extension of the well-known Tau Theory by assuming that the observed headway distributions come from drivers consistent actions of headway adjusting, the intensity of headway change is proportional to the magnitude of headway on average.

The scattering feature of points on the density-flow plot remains as an attractive topic in the last few decades. In Chapter 5, from a macroscopic perspective, we discuss the implicit but tight connection between the microscopic spacing/headway distributions and the macroscopic scattering feature of flow-density plot. Although the scattering feature is influenced by various factors (e.g. driver heterogeneity and lane-changing/merging behaviors), we believe that may be mainly dominated by the microscopic spacing/headway distributions. Further extending the conventional deterministic reciprocal relations between flow rate and headway, we assume that the reciprocal of average headway of a homogeneous platoon and the corresponding flow rate should follow the same distribution. We examine microscopic driving behaviors that were retrieved from the NGSIM trajectory database. Results show that asymmetric driving behaviors result in a family of velocity-dependent lognormal type
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Figure 1.1: Structure of the stochastic traffic flow modeling and applications.
spacing/headway distributions. Then, we propose a stochastic platoon model to characterize the distribution of points in spacing-velocity plot. Tests on PeMS (Performance Measurement System) data reveal that the seemingly disorderly scattering points in the macroscopic flow-density plot follow the estimated flow rate distributions when the aggregation time interval is small enough (e.g. 30s). If the aggregation time interval increases (e.g. to 5 min), the measured vehicles probably pass the loop detectors at different velocities and form heterogeneous platoons. It becomes difficult to find a definite distribution model that can fit the distribution of average headway/spacing for various heterogeneous platoons. However, most points in flow-velocity plot still locate within a certain 2D region, whose boundaries can be obtained from homogeneous platoon model. Finally, tests on PeMS verify this boundary property.

In Chapter 6, we study the commonly observed traffic flow breakdown phenomena at highway bottlenecks, emphasizing the transition process from perturbations to traffic jams in congested flow. We propose a queueing model to describe traffic breakdown phenomena caused by perturbations of on-ramp vehicles. If this jam queue cannot dissipate before the next vehicle merges into the main road, it often grows into a wide jam and results in traffic breakdown finally. In other words, the traffic breakdown probability directly corresponds with the probability that this jam queue dissipates in a given time period. But different from many previous models that focused on the propagation of jam waves, the proposed queueing theory based model emphasizes the size evolution of a jam queue (local congested vehicle cluster) instead of its spatial evolutions. We discuss the close relationship between TF-BP and the jam wave propagation phenomena with concentration on the evolution of jam queue size. Furthermore, a simplified queueing models are proposed based on Newells simplified car-following model, where the formation and dissipation of jam queues are treated as comprehensive effects of stochastic joining and leaving processes for upstream and downstream vehicles, respectively. Test results show that the simulated breakdown probability curve fits well with the empirically observed Weibull distribution type breakdown probabilities. This agreement indicates that this new model captures the stochastic nature of traffic flow dynamics and therefore accounts for the probability of breakdown phenomena. Finally, we analytically derive the phase diagram that is useful for presenting the evolution process for different traffic flow phases and quantitatively determining the phase transition conditions.

Chapter 7 summarizes this dissertation and recommends a few future research directions.
Chapter 2

Literature Review

2.1 Introduction

This chapter briefly reviews the development of traffic flow theory from the perspectives of macroscopic, mesoscopic, microscopic and stochastic approaches. Some representative models and methods are summarized. Particularly, characteristics of the stochastic traffic flow modeling will be emphasized and analyzed in detail. Since headway/spacing are the fundamental parameters highly correlated with traffic flow rate, density and speed, then probabilistic modeling of headway/spacing distributions will be categorized such as univariate distribution, compositional distribution, mixed distribution and random matrix theory based approach. The joint distribution of headway/spacing/velocity can be regarded as a basis for stochastic modeling of traffic state evolutions. The historical development of traffic flow theory forms a solid theoretical background for the whole thesis.

2.2 Historical Development of Traffic Flow Theory

2.2.1 Macroscopic Modelling

The study of macroscopic continuum traffic flows began with the well-known Lighthill-Whitham-Richards (LWR) model or kinematic wave model which was proposed independently by Lighthill and Whitham in 1955 [157] and Richards in 1956 [215]. The model assumes that a discrete flow of vehicles can be approximated by a continuous flow. And then vehicle dynamics can be described by the spatial vehicle density $\rho(x, t)$ as a function of location $x$ and time $t$. As a result, many theoretical and numerical methods were developed to study this property based on the hyperbolic partial differential equation (PDE) type traffic flow model.

The conservation law of vehicles in an arbitrary stretch $[x_1, x_2]$ of the road, over an
arbitrary time interval \([t_1, t_2]\), is written as:
\[
\int_{x_1}^{x_2} \rho(x, t_2) dx - \int_{x_1}^{x_2} \rho(x, t_1) dx = \int_{t_1}^{t_2} \rho(x, t) v(x, t) dt - \int_{t_1}^{t_2} \rho(x_2, t) v(x_2, t) dt \tag{2.1}
\]
where \(\rho(x, t)\) (veh/km) is the mean density at location \(x\) and time \(t\), \(v(x, t)\) (km/h) is the mean velocity at location \(x\) and time \(t\).

However, weak solutions of Eq. (2.1) are not unique, and not all weak solutions capture the physics of traffic flow correctly [105]. In order to derive the conservation law of traffic flow, Prigogine and Herman [209] defined the phase space density as a production of \(\rho(x, t)\) and the velocity distribution \(\tilde{P}(v|x, t)\), i.e.
\[
\tilde{\rho}(x, t, v) \triangleq \rho(x, t) \tilde{P}(v|x, t) \tag{2.2}
\]
where \(\tilde{\rho}(x, t, v)\) is the phase space density function, that is the joint PDF with respect to \(v\) at location \(x\) and time \(t\), the velocity distribution satisfies \(\int_0^\infty \tilde{P}(v|x, t) dv = 1\), \(\int_0^\infty v \tilde{P}(v|x, t) dv = v(x, t)\).

Let \(\{(x, v) \mapsto (y, u)\}\) denotes the transition rate from state \((x, v)\) to \((y, u)\), where \(x\) and \(y\) represent locations, \(v\) and \(u\) represent velocities. Then the backward Kolmogorov type master equation that depicts the evolution of phase space density is
\[
\frac{d\tilde{\rho}(x, t, v)}{dt} = \int_0^\infty \int_{-\infty}^{\infty} \{(y, u) \mapsto (x, v)\} \tilde{\rho}(y, t, u) dy du
- \int_0^\infty \int_{-\infty}^{\infty} \{(x, v) \mapsto (y, u)\} \tilde{\rho}(x, t, v) dy du \tag{2.3}
\]
Suppose when \(t \rightarrow \infty\), the phase space density tends to a steady state, i.e.
\[
\lim_{t \rightarrow \infty} \frac{d\tilde{\rho}(x, t, v)}{dt} = 0 \tag{2.4}
\]
Expand Eq. (2.4) to the total derivative
\[
\frac{\partial \tilde{\rho}(x, t, v)}{\partial t} + \frac{dx}{dt} \frac{\partial \tilde{\rho}(x, t, v)}{\partial x} + \frac{dv}{dt} \frac{\partial \tilde{\rho}(x, t, v)}{\partial v} = 0 \tag{2.5}
\]
Integrate Eq. (2.5) with respect to \(v\), we have
\[
\int_0^\infty \frac{\partial \tilde{\rho}(x, t, v)}{\partial t} dv + \frac{\partial \tilde{\rho}(x, t)}{\partial x} \int_0^\infty v \tilde{P}(v|x, t) dv + \rho(x, t) \int_0^\infty \frac{\partial \tilde{P}(v|x, t)}{\partial v} dv dt dv = 0 \tag{2.6}
\]
Simplify Eq. (2.5), the reduced form is
\[
\frac{\partial \tilde{\rho}(x, t)}{\partial t} + \frac{\partial \tilde{\rho}(x, t)}{\partial x} v(x, t) + \frac{\partial v(x, t)}{\partial x} \rho(x, t) = 0 \tag{2.7}
\]
or

\[
\frac{\partial \rho(x, t)}{\partial t} + \frac{\partial \rho(x, t)v(x, t)}{\partial x} = 0 \quad (2.8)
\]

Incorporate the equilibrium flow function \( q_e(\rho) \), we have the hyperbolic PDE of LWR model as

\[
\frac{\partial \rho(x, t)}{\partial t} + \frac{d q_e(\rho)}{d \rho} \frac{\partial \rho(x, t)}{\partial x} = 0 \quad (2.9)
\]

The cell transmission model (CTM) was proposed by Daganzo [55, 56] as a direct discretization of LWR model to simulate traffic flow evolutions using the Godunov Scheme [139], in which the flow rate was modeled as a function of density with a triangular or trapezoidal form. Various modifications of the CTM model had been proposed in last two decades. For example, CTM was extended to model network traffic flow with general fundamental diagrams [50]. Lags were introduced to formulate the lagged cell transmission model (LCTM) that adopted a nonconcave fundamental diagram, in the fact that, the forward wave speed was larger than the backward wave speed [57]. Recently, the original LCTM was modified by Szeto [231] as the enhanced LCTM (ELCTM) to guarantee that the nonnegative densities would not be greater than the jam density. To validate the parameters online by loop detectors data, a switching mode model (SMM) [180, 179] was formulated, in which the evolution of traffic density switched among different sets of linear difference equations. The asymmetric cell transmission model (ACTM) was applied in optimal freeway ramp metering by Gomes and Horowitz [83, 84]. The cell-based dynamic traffic assignment formulation was further developed for networks [161, 162]. Boel and Mihaylova [22] proposed the compositional CTM afterwards.

To model the evolutions of velocity more accurately, higher-order terms of density and velocity were incorporated. The higher-order density gradient type dynamic equation has the following expression

\[
\frac{\partial v}{\partial t} + v \frac{\partial v}{\partial x} = \frac{v_e(\rho) - v}{\tau} - \frac{c_0^2}{\rho} \frac{\partial \rho}{\partial x} \quad (2.10)
\]

where \( v = v(x, t), \ \rho = \rho(x, t), \ v_e(\rho) \) is the equilibrium velocity-density function, \( \tau \) is the relaxation time, \( c_0 > 0 \) is the substitution variable with the same unit as velocity, \( \{v + c_0, v - c_0\} \) are the characteristic velocities. \( v + c_0 \) is larger than the macroscopic velocity of traffic flow, so that this model was criticized by Daganzo [54].

In order to overcome the problem, higher-order velocity gradient type dynamic equation was derived as

\[
\frac{\partial v}{\partial t} + v \frac{\partial v}{\partial x} = \frac{v_e(\rho) - v}{\tau} + c_0 \frac{\partial v}{\partial x} \quad (2.11)
\]

where characteristic velocities are not larger than the macroscopic velocity of traffic flow, i.e. \( \{v, v - c_0\} \leq v \), so there are no reverse movements [54].

Helbing et al. [95] proposed a general form for the higher-order model. They regarded that it was not contradictory when the characteristic velocity was larger than the macroscopic
velocity. The general form is

\[
\frac{\partial v}{\partial t} + v \frac{\partial v}{\partial x} = \frac{v_e(\rho) - v}{\tau} - \frac{1}{\rho} \left( \frac{\partial P_1}{\partial \rho} \frac{\partial \rho}{\partial x} + \frac{\partial P_2}{\partial v} \frac{\partial v}{\partial x} \right)
\]

(2.12)

where \( P_1 = P_1(\rho, v) \) and \( P_2 = P_2(\rho, v) \) are pressure terms, satisfying \( \partial_\rho P_1 \leq 0, \partial_\rho P_2 \leq 0 \).

Analogously, we propose the following general macroscopic traffic flow model

\[
\frac{\partial v}{\partial t} + v \frac{\partial v}{\partial x} = \frac{v_e(\rho) - v}{\tau} + k_1 v_e'(\rho) \frac{\xi}{\tau} \frac{\partial \rho}{\partial x} + k_2 \eta \frac{\partial v}{\partial x}
\]

(2.13)

where \( k_1, k_2 \) are the weighted coefficients for the density gradient term and the velocity gradient term, \( \xi = \xi(\rho, v) \) and \( \eta = \eta(\rho, v) \) reflect the anticipative and adaptive driving behaviors, respectively.

We obtain the general simultaneous PDEs

\[
\frac{\partial \rho}{\partial t} + v_e(\rho) \frac{\partial \rho}{\partial x} + \rho \frac{\partial v}{\partial x} = 0
\]

(2.14)

\[
\frac{\partial v}{\partial x} + v \frac{\partial v}{\partial t} = \frac{v_e(\rho) - v}{\tau} + k_1 v_e'(\rho) \frac{\xi}{\tau} \frac{\partial \rho}{\partial x} + k_2 \eta \frac{\partial v}{\partial x}
\]

(2.15)

The analytical linear stability condition for this general model is as following (refer to the detailed derivation in Appendix B)

\[
\rho_0 v_e'(\rho_0) + k_1 \frac{\xi}{\tau} + k_2 \frac{\eta}{\tau} \geq 0
\]

(2.16)

Characteristic velocities are \( v + c_\pm \), where

\[
c_\pm = -\frac{|\eta|}{2\tau} + \sqrt{\rho v_e'(\rho) \frac{\xi}{\tau} + \left( \frac{\eta}{2\tau} \right)^2}
\]

(2.17)

### 2.2.2 Mesoscopic Modelling

Common mesoscopic models belong to three categories [101]: time-headway distribution models, cluster models and gas-kinetic models.

The thesis will discuss headway distribution models in Section 2.3. Due to the space limitation, cluster models will be omitted. We will briefly show the idea of gas-kinetic model. Prigogine and Herman [209] proposed the following Boltzmann equation

\[
\frac{d_v \bar{\rho}}{dt} = \frac{d \bar{\rho}}{dt} + v \frac{d \bar{\rho}}{dx} = \left( \frac{d \bar{\rho}}{dt} \right)_{\text{acc}} + \left( \frac{d \bar{\rho}}{dt} \right)_{\text{int}}
\]

(2.18)

Acceleration behaviors can be modeled by the relaxation process that transforms from velocity distribution \( \bar{P}(v; x, t) \) to the expected velocity distribution \( \bar{P}_0(v) \)

\[
\left( \frac{d \bar{\rho}}{dt} \right)_{\text{acc}} = \frac{\rho(x, t)}{\tau(\rho(x, t))} \left[ \bar{P}_0(v) - \bar{P}(v|x, t) \right]
\]

(2.19)
Table 2.1: Typical macroscopic traffic flow models.

<table>
<thead>
<tr>
<th>Models</th>
<th>$k_1$</th>
<th>$k_2$</th>
<th>$\xi$</th>
<th>$\eta$</th>
<th>Characteristic velocities $v + c_\pm$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Payne (1971) [199]</td>
<td>1</td>
<td>0</td>
<td>$\frac{1}{2\rho}$</td>
<td>$-$</td>
<td>$c_\pm = \mp \sqrt{\frac{</td>
</tr>
<tr>
<td>Whitham (1974) [257]</td>
<td>1</td>
<td>0</td>
<td>$-\frac{\mu}{\rho v'(\rho)}$</td>
<td>$-$</td>
<td>$c_\pm = \mp \sqrt{\mu/\tau}$</td>
</tr>
<tr>
<td>Phillips (1979) [206]</td>
<td>1</td>
<td>0</td>
<td>$-\frac{\tau \Theta_0 (1 - \rho/\rho_j)}{\rho v'(\rho)}$</td>
<td>$-$</td>
<td>$c_\pm = \mp \sqrt{\Theta_0 (1 - \rho/\rho_j)}$</td>
</tr>
<tr>
<td>Zhang (1998) [271]</td>
<td>1</td>
<td>0</td>
<td>$-\rho v'_e(\rho)\tau$</td>
<td>$-$</td>
<td>$c_\pm = \pm \rho v'_e(\rho)$</td>
</tr>
<tr>
<td>Aw (2000) [6]</td>
<td>0</td>
<td>1</td>
<td>$-$</td>
<td>$\tau \gamma \rho^\gamma$</td>
<td>$c_+ = -\gamma \rho^\gamma \leq 0$, $c_- = 0$</td>
</tr>
<tr>
<td>Greenberg (2001) [85]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhang (2002) [270]</td>
<td>0</td>
<td>1</td>
<td>$-$</td>
<td>$-c(\rho)\tau$</td>
<td>$c_+ = c(\rho) \leq 0$, $c_- = 0$</td>
</tr>
<tr>
<td>Jiang (2002) [108, 107]</td>
<td>0</td>
<td>1</td>
<td>$-$</td>
<td>$c_0\tau$</td>
<td>$c_+ = c_0 \leq 0$, $c_- = 0$</td>
</tr>
<tr>
<td>Xue (2003) [264]</td>
<td>0</td>
<td>1</td>
<td>$-$</td>
<td>$-t_r \rho v'_e(\rho)$</td>
<td>$c_+ = \frac{t_r}{\tau} \rho v'<em>e(\rho) \leq 0$, $c</em>- = 0$</td>
</tr>
<tr>
<td>Helbing (2009) [95]</td>
<td>1</td>
<td>1</td>
<td>$-\frac{\tau \partial_r P_1}{v'_e(\rho) \rho}$</td>
<td>$-\frac{\tau \partial_r P_2}{\rho}$</td>
<td>$c_\pm = \frac{\partial_r P_2}{2\rho} \pm \sqrt{\partial_r P_1 + \left(\frac{\partial_r P_2}{2\rho}\right)^2}$</td>
</tr>
</tbody>
</table>

Interactions among vehicles are

$$\left(\frac{d\tilde{\rho}}{dt}\right)_{\text{int}} = (1 - p(\rho))\rho(x,t) [\tilde{v}(x,t) - v] \tilde{\rho}(x,t,v) \tag{2.20}$$

where

$$\tilde{v}(x,t) = \int_0^\infty v P(v|x,t)dv = \int_0^\infty \frac{v \tilde{\rho}(x,t,v)}{\rho(x,t)}dv \tag{2.21}$$

Recently, mesoscopic traffic simulation has been attracted more efforts on the operations of dynamic traffic systems, e.g., CONTRAM[146], DYNASMART[106], FASTLANE[78], DYNAMIT[18], INTEGRATION[3], MEZZO[32], DYNAMIC[:224], dynaCHINA[159], etc.

### 2.2.3 Microscopic Modelling

Microscopic traffic flow model utilizes the *Lagrangian* method to study traffic flow dynamics by describing one vehicular trajectory or interactions among multiple vehicles. Microscopic modeling can be divided into car-following model and lane changing model. This section only reviews the theoretical development of car-following models. Common car-following models include: stimulus response model, safe distance or behavioral model, psychological-physical/action point model, artificial intelligence based model, cellular automaton (CA), etc.
The updating equations of velocity and location are

\[
\begin{align*}
v_n(t + \Delta t) &= v_n(t) + \dot{v}_n(t) \Delta t \\
x_n(t + \Delta t) &= x_n(t) + v_n(t) \Delta t + \frac{1}{2} \ddot{v}_n(t) (\Delta t)^2
\end{align*}
\]

(2.22)

where \(x_n(t)\) is the location of the \(n\)th vehicle at time \(t\), \(v_n(t) = \dot{x}_n(t)\) is the velocity of the \(n\)th vehicle at time \(t\), \(\Delta t\) is the updating time step.

The general form of acceleration equation is

\[
a_n = f(x_{n-1}, x_n, v_{n-1}, v_n), \quad n \in \mathbb{N}^+
\]

(2.23)

Table 2.2 shows the long-term evolution of typical microscopic car-following models. We can expand Eq. (2.23) to the scenario of a multiple-car-following model as

\[
a_n = f(x_n, \ldots, x_{n-m+1}; v_n, \ldots, v_{n-m+1}), \quad m, n \in \mathbb{N}^+
\]

(2.24)

where \(m\) is the number of vehicles that influence the \(n\)th vehicle.

In the past decade, some multi-anticipative car-following models were proposed to enhance the stability of traffic flow. One approach assumed that the individual location and velocity information could be shared among different vehicles to simulate multi-anticipative behaviors via inter-vehicle communications [152]. Other approaches emphasized the multi-anticipative behaviors of human drivers and tried to model the actions of drivers via simulation models [243]. Numerical experiments showed that multi-vehicle interactions generally enlarged the stable region of traffic flow. For example, based on the extended optimal velocity model (OVM) and full velocity difference model (FVDM), Lenz et al. [145] showed that the stability of traffic flow was improved by taking into account relative velocities of vehicles. Results indicated that the multi-anticipative behavior enlarged the linear stability region. On the contrary, the human reaction or manipulation delays might lead to the instability of traffic flow. Appendix C applies perturbation analysis (PA) to derive the critical linear stability condition for multi-car-following models.

However, the common problem of typical models listed in Table 2.2 is to define a deterministic acceleration equation. In field applications, vehicles are influenced by many stochastic internal and external factors that are not taken into consideration in the classic deterministic acceleration equation based models. How to depict the stochastic characteristics of driving behaviors and time-varying traffic flow states more accurately will be discussed in Chapter 4 by using the Markov model based on headway/spacing distributions.

### 2.2.4 Stochastic Modelling

Road traffic flow is influenced by various random factors, including both external factors such as the weather, and internal factors such as transportation facilities, vehicle characteristics, driver behaviors, etc. These stochastic factors make the deterministic approaches difficult to accurately estimate or predict dynamic traffic evolutions. To overcome this problem,
Table 2.2: Typical microscopic traffic flow models.

<table>
<thead>
<tr>
<th>Models</th>
<th>Acceleration equations $^a$</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pipes (1953) [207]</td>
<td>$a_n(t + \tau) = c(v_n(t) - v_{n-1}(t))$</td>
<td>$c$</td>
</tr>
<tr>
<td>Gazis et al. (1961) [79]</td>
<td>$a_n(t) = c\gamma_n(t)\frac{v_n(t) - v_{n-1}(t)}{(x_n(t) - x_{n-1}(t))}$</td>
<td>$c, m, l$</td>
</tr>
<tr>
<td>Newell (1961) [188]</td>
<td>$a_n(t) = c(x_n(t) - x_{n-1}(t))^l$</td>
<td>$c$</td>
</tr>
<tr>
<td>Helbing (1998)</td>
<td>$a(t) = \frac{1}{\tau}[v_{opt}(x_n(t) - x_{n-1}(t)) - v_{n-1}(t)]^b$</td>
<td>$c, d$</td>
</tr>
<tr>
<td>Bando (1995) [228]</td>
<td>$a_n(t) = \alpha(v_n(t) - v_{n-1}(t)) + \beta(x_n(t) - x_{n-1}(t))^l$</td>
<td>$\alpha, \beta$</td>
</tr>
<tr>
<td>Leutzbach (1986) [147]</td>
<td>$a_n(t + \tau) = \frac{[\Delta v_n(t)]^2}{2[s_{safe} - \Delta x_n(t)]} + a_{n-1}(t)$</td>
<td>$s_{safe}$</td>
</tr>
<tr>
<td>Sultan et al. (2004) [228]</td>
<td>$a_n(t) = cv_n(t)\frac{\Delta v_n(t)}{\Delta x_n(t)} + k_1a_{n-1}(t) + k_2a_n(t)$</td>
<td>$c, k_1, k_2$</td>
</tr>
<tr>
<td>Bierley (1963) [21]</td>
<td>$a_n(t) = c[v_{opt}(x_n(t) - x_{n-1}(t)) - v_n(t)]^c$</td>
<td>$c, s_{safe}$</td>
</tr>
<tr>
<td>Helbing (1998) [96]</td>
<td>$a_n(t) = c[v_{opt}(\Delta x_n(t)) - v_n(t)] + \lambda H \Delta v_n(t)$</td>
<td>$c, \lambda$</td>
</tr>
<tr>
<td>Jiang (2001) [108]</td>
<td>$a_n(t) = c[v_{opt}(\Delta x_n(t)) - v_n(t)] + \lambda \Delta v_n(t)$</td>
<td>$c, \lambda$</td>
</tr>
<tr>
<td>Treiber (2000) [241]</td>
<td>$a_n(t) = a_{max}\left[1 - \left(\frac{v_n(t)}{v_{max}}\right)^\delta - \left(\frac{s^*(v_n, \Delta v_n)}{s_n}\right)^2\right]$</td>
<td>$\delta, T_n, s_n$</td>
</tr>
</tbody>
</table>

$n\Delta x_n(t) = \Delta x_{n,n-1}(t) = x_n(t) - x_{n-1}(t), \Delta v_n(t) = \Delta v_{n,n-1}(t) = v_n(t) - v_{n-1}(t)$

$n\Delta v_{opt}(x_n(t) - x_{n-1}(t)) = v_{free}\left[1 - \exp\left(-\frac{v_n(t)}{v_{free}}(x_n(t) - x_{n-1}(t)) - d\right)\right]$  

$n\Delta v_{opt}(x_n(t) - x_{n-1}(t)) = v_{free}\left[\tanh(x_n(t) - x_{n-1}(t)) - s_{safe}\right] + \tanh(s_{safe})$  

$nH = H(-\Delta v_n(t))$ is Heaviside function  

$s^*(v_n, \Delta v_n) = s_{min} + max\{T_n v_n + v_n \Delta v_n / (2a_{max}b_n), 0\}$

numerous stochastic approaches were developed for continuous traffic flow modeling. In this study, they are divided into the following four categories:

- Macroscopic traffic flow modeling by the randomization of the first order conservation law and/or higher-order momentum equations;
- Microscopic traffic flow modeling by the randomization of driving behaviors and/or mixed traffic flows;
- Fundamental diagram and the corresponding phase transitions by the randomization of relationships among flow, density and velocity;
- Transportation reliability studies on the randomization of road capacity and/or travel time distribution.
In summary, the four categories of stochastic approaches can be generally written as

\[ \Theta(x + \Delta x, t + \Delta t) = f(\Theta(x, t), \Delta x, \Delta t) + \epsilon(x, t) \]  

where \( \Theta(x, t) \) is the vector of traffic states at location \( x \) and time \( t \), \( f(\cdot) \) is the traffic state evolution function, \( \epsilon(x, t) \) is noise function.

First, in macroscopic modeling, Boel and Mihaylova \[22\] proposed a stochastic compositional model for freeway traffic flows, where the randomness was reflected in the probability distributions of sending and receiving functions, also in the well defined noise term of speed adaptation rules. Sumalee et al. \[229\] proposed a first-order macroscopic stochastic cell transmission model (SCTM), each operational mode of which was formulated as a discrete time bilinear stochastic system to model traffic density of freeway segments in stochastic demand and supply. However, this approach still assumed a deterministic FD with a second-order wide-sense stationary (WSS) noisy disturbance. Wang et al. \[253, 254, 255\] presented a general stochastic macroscopic traffic flow model of freeway stretches based on a traffic state estimator using extended Kalman filtering and developed the freeway network state monitoring software (i.e. REal-time motorway Network trAffic State Surveillance, RENAISSANCE).

Secondly, in microscopic modeling, Wagner \[246\] proposed a time-discrete stochastic harmonic oscillator for human car-following behaviors based on the deterministic acceleration Eq. (2.23), i.e. \( a_n = f(x_{n-1}, x_n, v_{n-1}, v_n) + \epsilon, \ n \in \mathbb{N}^+ \), where \( \epsilon \) is the noise term. Huang et al. \[104\] proposed a stochastic CA model by incorporating braking probability, occurrence and dissipation probability. Some other approaches include \[183, 274\]. Since microscopic car-following model is highly correlated with headway/spacing distributions, we will further discuss a Markov model to depict headway/spacing evolutions in Chapter 4.

Thirdly, in stochastic FD and its phase transition analysis, the classic assumption is the existence of deterministic functions of flow-density and speed-density. FD has been the foundation of traffic flow theory and transportation engineering. According to the definition by Edie \[68\], in the \( t \sim x \) vehicular trajectory diagram, we have

\[ \rho = \sum_{i=1}^{n} \frac{T_i}{|A|}, \ q = \sum_{i=1}^{n} \frac{D_i}{|A|}, \ v = \frac{q}{\rho} = \frac{\sum_{i=1}^{n} D_i}{\sum_{i=1}^{n} T_i} \]  

where \( |A| \) is the area of an arbitrary region \( A \), \( T_i \) and \( D_i \) are the travel time and distance for the \( i \)th vehicle in \( A \).

Treiben et al. \[245\] investigated the adaptation of headways in car-following models as a function of the local velocity variance to study the scattering features in flow-density plot. Ngoduy \[189\] argued that the widely scattering flow-density relationship might be caused by the random variations in driving behavior. The distribution features and probabilistic boundaries estimation method will be further discussed in Chapter 5.

At last, in transportation reliability studies, Brilon et al. \[28\] pointed out that the concept of stochastic capacities was more realistic and more useful than the traditional concept...
of deterministic capacity. In the last decade, many efforts were made to identify the characteristics of traffic flow breakdown and its occurrence condition [72, 118, 123, 223]. Usually, traffic breakdown phenomena can be triggered by external disturbances or internal perturbations. This thesis only considers the latter one that has been widely observed and validated when studying the features of oscillations [11, 62, 110, 118, 125, 165, 225, 252]. Many approaches can be used in traffic flow breakdown phenomena. For example, Bassan et al. [15] used the mathematical property of log periodic oscillations (LPO) to model traffic density over time. Habib-Mattar et al. [87] developed a density-versus-time model to describe traffic breakdown, it was found that density increased sharply toward the peak period and then decreased and increased again toward the breakdown. Since density cannot be directly measured in field, many researchers tend to study the relationship between traffic flow breakdown probability with the upstream flow. In general, the probability shows an increasing sigmoid curve in terms of the upstream flow, where Weibull distribution is commonly incorporated to formulate the curve [11, 28, 44, 163, 172]. Chen and Zhou [37] proposed the α-reliable mean-excess traffic equilibrium (METE) model that explicitly considered both reliability and unreliability aspects of travel time variability in the route choice decision process. Stochastic capacity is highly correlated with traffic flow breakdown probability, and the analytical derivation of phase transition will be present in Chapter 6.

Differing from the above four kinds of stochastic approaches, Mahnke et al. [170, 171, 172, 173] applied stochastic process to the dynamic mechanism of traffic congestion occurrence and dissipation based on time-varying probability distributions, by using master equation of statistical physics to analyze the phase transitions and nucleation phenomena in jam queues. The general form of master equation is [46, 113]

\[
\frac{\partial P(z, t)}{\partial t} = \int \left[ \omega_{zz'} P(z', t) - \omega_{z'z} P(z, t) \right] dz' \tag{2.27}
\]

where \( z \) and \( z' \) are continuous state variables, \( t \) is continuous time, \( P(z, t) \) is the probability of being in state \( z \) at time \( t \), \( \omega_{zz'} \) is the transition rate from state \( z \) to \( z' \), satisfying \( \int \omega_{zz'} dz' = \int \omega_{z'z} dz' = 1 \).

In stochastic traffic flow modeling, traffic states are usually represented by discrete variables. Let \( S \) be an arbitrary discrete state, the probability that traffic belongs to state \( S \) at time \( t \) is \( P_S(t) \). The evolution of traffic states can be described by the following discrete master equation

\[
\frac{dP_S(t)}{dt} = \sum_{S'} \omega_{SS'} P_{S'}(t) - \sum_{S'} \omega_{S'S} P_S(t) \tag{2.28}
\]

where \( \omega_{SS'} \) is the transition rate from state \( S \) to \( S' \), satisfying \( \sum_{S'} \omega_{SS'} = \sum_{S'} \omega_{S'S} = 1 \), the first term on the right side is the transition rate from one state \( S' \) to the current state \( S \), the second term is the transition rate from the current state \( S \) to another state \( S' \).

Furthermore, when traffic state and time are both discrete, suppose traffic state is \( S \) at time \( t \), according to the master equation in Eq. (2.28), at time \( t + \Delta t \), the probability that
traffic still belongs to state $S$ is

$$P_S(t + \Delta t) = \left(1 - \sum_{S' \neq S} \omega_{SS'} \Delta t\right) P_S(t) + \sum_{S' \neq S} \omega_{SS'} \Delta t P_{S'}(t) \quad (2.29)$$

Regard the formation and dissipation of a jam queue as a Markov process, and assume at most one vehicle can join the jam queue in a differentiation $\delta t$, i.e. the probability that two or more vehicles join the jam queue in $\delta t$ is $o(\delta t)$, then the master equation of the jam queue length distribution is

$$\frac{\partial P(n,t)}{\partial t} = \omega_+(n-1)P(n-1,t) + \omega_-(n+1)P(n+1,t)$$

$$- \left[ \omega_+(n)P(n,t) + \omega_-(n)P(n,t) \right], \quad n \in \mathbb{N}^+ \quad (2.30)$$

where $\omega_+(n)$ and $\omega_-(n)$ are the transition rates for a jam queue length changes of $\{n \rightarrow n+1\}$ and $\{n \rightarrow n-1\}$ vehicles, respectively.

Mahnke et al. [170, 171, 172, 173] studied the occurrence and evolution of jam queues in a homogeneous circle road with periodic boundary conditions, and defined the joining and leaving rates as

$$\omega_+(n) = \frac{v_{opt}(\Delta x_{\text{free}}(n)) - v_{opt}(\Delta x_{\text{cong}}(n))}{\Delta x_{\text{free}}(n) - \Delta x_{\text{cong}}(n)}, \quad \omega_-(n) = \frac{1}{\tau_{\text{out}}} \quad (2.31)$$

where the joining rate is calculated by the OVM, the optimal free-flow velocity is $v_{opt}(\Delta x_{\text{free}}(n))$, the congested optimal velocity is $v_{opt}(\Delta x_{\text{cong}}(n))$, and $\Delta x_{\text{cong}}(n) = \Delta x_{\text{cong}}$. Then we get the jam queue length $L_{\text{cong}} = n\Delta x_{\text{cong}}$ and the free-flow length $L_{\text{free}} = L - L_{\text{cong}} = n\Delta x_{\text{cong}}$, $L$ is the length of the circle road. $\tau_{\text{out}}$ is the mean waiting time for a vehicle to leaving a jam queue.

Furthermore, Kühne et al. [134] applied the master equation based nucleation model to traffic flow breakdown phenomenon in ramping bottlenecks, and formulated the Fokker-Planck equation that described the jam queue evolutions.

### 2.3 Probabilistic Headway/Spacing Distributions

#### 2.3.1 Simple Univariable Distributions

- **Negative exponential distribution**

  Let $h$ denote the random variable of headway. Negative exponential distribution describes the interarrival time as Poisson process. Events occur continuously and independently at a constant average rate. It is appropriate when traffic flow rate and density are small.

  The PDF is

  $$f(h|\lambda) = \lambda e^{-\lambda h}, \quad h \geq 0 \quad (2.32)$$
where $\lambda$ is the rate parameter. It indicates aggressive driving behaviors when $\lambda$ is relatively large, while it indicates timid driving behaviors when $\lambda$ is relatively small.

The CDF is

$$ F(h|\lambda) = 1 - e^{-\lambda h}, \ h \geq 0 \quad (2.33) $$

The expectation and variance of headway are

$$ E[h] = \frac{1}{\lambda}, \ \text{Var}[h] = \frac{1}{\lambda^2} \quad (2.34) $$

Define the maximum likelihood function as

$$ \ell(\lambda) \triangleq \lambda^n \exp\left(-\lambda \sum_{i=1}^{n} h_i\right) \quad (2.35) $$

Let $\partial \ell(\lambda)/\partial \lambda = 0$, we have the following maximum likelihood estimator (MLE)

$$ \hat{\lambda} = \frac{1}{\bar{h}} \quad (2.36) $$

where $\bar{h} = \frac{1}{n} \sum_{i=1}^{n} h_i$, \( \{h_1, ..., h_n\} \) are samples.

- **Shifted exponential distribution**

  Since the probability of headway near zero is large in negative exponential distribution, to avoid the extremely short headways, the PDF is shifted rightwards with a deterministic positive value. 

  The PDF is

  $$ f(h|\lambda,h_0) = \lambda e^{-\lambda(h-h_0)}, \ h \geq h_0 \quad (2.37) $$

  where $h_0$ is the translation parameter.

  The CDF is

  $$ F(h|\lambda,h_0) = 1 - e^{-\lambda(h-h_0)}, \ h \geq h_0 \quad (2.38) $$

  The expectation and variance of headway are

  $$ E[h] = \frac{1}{\lambda} + h_0, \ \text{Var}[h] = \frac{1}{\lambda^2} \quad (2.39) $$

  Define the maximum likelihood function as

  $$ \ell(\lambda,h_0) \triangleq \lambda^n \exp\left(-\lambda \sum_{i=1}^{n} (h_i - h_0)\right) \quad (2.40) $$

  Let $\partial \ell(\lambda,h_0)/\partial \lambda = 0$, we have the MLEs

  $$ \hat{h}_0 = \min\{h_1, ..., h_n\}, \ \hat{\lambda} = \frac{1}{\bar{h} - h_0} \quad (2.41) $$
• **Gamma distribution (Pearson type III distribution)**

Gamma distribution is a two-parameter family of continuous probability distributions used to model headway commonly.

The PDF is

\[
f(h|\alpha, \beta, h_0) = \frac{(h-h_0)^{\alpha-1}e^{-(h-h_0)/\beta}}{\beta^\alpha \Gamma(\alpha)}, \quad h \geq h_0
\]

where \(\Gamma(\alpha) = \int_0^\infty t^{\alpha-1}e^{-t}dt\) is the gamma function with a shape parameter \(\alpha\) and a scale parameter \(\beta\).

The CDF is

\[
F(h|\lambda, h_0) = \frac{\gamma(\alpha, (h-h_0)/\beta)}{\Gamma(\alpha)}, \quad h \geq h_0
\]

where \(\gamma(\alpha, (h-h_0)/\beta) = \int_0^{(h-h_0)/\beta} t^{\alpha-1}e^{-t}dt\).

The expectation and variance are

\[
E[h] = \alpha\beta + h_0, \quad \text{Var}[h] = \alpha\beta^2
\]

There is no closed-form solution for \(\alpha\) and \(\beta\). They can be numerically approximated by using Newton’s method, method of moments, etc. However, Gamma distribution cannot be suitable to depict headway distribution when the shape parameter is larger than 1 because the bell-like shape gives low probability to short headways.

• **Shifted lognormal distribution**

If \(\log(h - h_0)\) follows the normal distribution \(\mathcal{N}(\mu_h, \sigma_h^2)\), then \(h\) belongs to shifted lognormal distribution. The lognormal relation holds if the change in a headway during a small time interval is a random proportion of the headway at the start of the interval, and the mean and the variance of the headway remain constant over time [166]. Shifted lognormal distribution is widely used in headway/spacing modeling in both scenarios of continuous and interrupted transportation facilities. It is also closely related to car-following models as well.

The PDF is

\[
f(h|\mu_h, \sigma_h, h_0) = \frac{1}{\sqrt{2\pi}\sigma_h(h-h_0)} \exp\left(-\frac{(\log(h-h_0) - \mu_h)^2}{2\sigma_h^2}\right), \quad h \geq h_0
\]

where \(\mu_h, \sigma_h\) are the mean and standard deviation, respectively, of the headway’s natural logarithm.

The CDF is

\[
F(h|\mu_h, \sigma_h, h_0) = \Phi\left(\frac{\log(h-h_0) - \mu_h}{\sigma_h}\right), \quad h \geq h_0
\]

where \(\Phi(\cdot)\) is the standard normal distribution function.
The expectation and variance of headway are

\[ E[h] = \exp(\mu_h + \sigma_h^2/2) + h_0, \quad \text{Var}[h] = \exp(2\mu_h + \sigma_h^2) (\exp(\sigma_h^2) - 1) \]  \hspace{1cm} (2.47)

Define the maximal likelihood function as

\[ \ell(\mu_h, \sigma_h, h_0) \triangleq \prod_{i=1}^{n} f(h_i|\mu_h, \sigma_h, h_0) \]  \hspace{1cm} (2.48)

Let

\[ \frac{\partial \ell(\hat{\mu}_h, \hat{\sigma}_h, \hat{h}_0)}{\partial \hat{\mu}_h} = \frac{\partial \ell(\hat{\mu}_h, \hat{\sigma}_h, \hat{h}_0)}{\partial \hat{\sigma}_h} = \frac{\partial \ell(\hat{\mu}_h, \hat{\sigma}_h, \hat{h}_0)}{\partial \hat{h}_0} = 0 \]

we have the following MLEs

\[ \hat{h}_0 = \min\{h_1, ..., h_n\} \]  \hspace{1cm} (2.49a)

\[ \hat{\mu}_h = \frac{1}{n} \sum_{i=1}^{n} \log(h_i - \hat{h}_0) \]  \hspace{1cm} (2.49b)

\[ \hat{\sigma}_h = \frac{1}{n} \sum_{i=1}^{n} \left( \log(h_i - \hat{h}_0) \right)^2 - \left( \frac{1}{n} \sum_{i=1}^{n} \log(h_i - \hat{h}_0) \right)^2 \]  \hspace{1cm} (2.49c)

2.3.2 Compositional Distributions

The simple univariable distributions are incapable of describing both sharp peak and long tail properties of headway/spacing. Because of the coexistence of two main traffic flow states, i.e. free-flow headways and car-following headways, whose distributions are significantly different. So it’s better to incorporate the compositional distribution functions.

The compositional PDF of headway is defined as \( f(h) \), i.e.

\[ f(h) = \varphi p(h) + (1 - \varphi)q(h) \]  \hspace{1cm} (2.50)

where \( 0 \leq \varphi < 1 \) is the proportion of constrained headways in car-following states, \( p(h) \) is the PDF of constrained headways, \( q(h) \) is the PDF of free-flow headways.

According to the convolution formula, we have

\[ q(h) = p^*(\lambda)^{-1} \lambda e^{-\lambda h} \int_0^h p(z)dz \]  \hspace{1cm} (2.51)

where \( p^*(\lambda) \) is the Laplace transform of \( p(h) \), i.e.

\[ p^*(\lambda) = \int_0^\infty e^{-\lambda h} p(h)dh \]  \hspace{1cm} (2.52)

- Hyperexponential distribution
Schuhl [219] first applied Hyperexponential distribution to model headway, known as Schuhl’s (composite exponential) distribution.

The PDFs are

\[ p(h) = \lambda_p e^{-\lambda_p (h-h_0)}, \quad q(h) = \lambda_q e^{-\lambda_q (h-h_0)} \]  

where \( \lambda_p, \lambda_q \) are parameters of exponential distributions for car-following and free-flow states, respectively.

- **Hyperlang distribution**

Dawson and Chimini [60] suggested the Erlang-distribution as a model for car-following headways, i.e.

\[ p(h) = \frac{\lambda_p^k (h-h_0)^{k-1} e^{-\lambda_p (h-h_0,p)}}{(k-1)!}, \quad q(h) = \lambda_q e^{-\lambda_q (h-h_0,q)} \]  

where \( k \in \mathbb{N}^+, \lambda_p, \lambda_q \) are parameters of car-following and free-flow distributions, respectively. \( h_{0,p}, h_{0,q} \) are the translation parameters. Luttinen [166] pointed out that the hyperlang distribution has an exponential tail, and the shape of the PDF is similar to empirical headway distributions.

### 2.3.3 Mixed Distributions

It is found that many stationary distribution models could fit the empirical data of free flow but not congested flow. One way to solve this problem is to use the mixed headway distribution models. For example, in the M3 model [49], the headways of free-driving vehicles and those leader-following vehicles were assumed to follow different PDFs. But the calibration of mixed models is usually tedious, if we want to fit the empirical distributions with a high accuracy.

- **Semi-Poisson distributions**

Buckley [31] proposed the semi-Poisson model that described the fluctuations in car-following states, conjectured there was a zone of emptiness in front of each vehicle, and compared it with Gamma distribution, shifted Gamma distribution, exponential distribution by using field measurements. Wasielewski [256] applied non-parametric method to calculate constrained headway in semi-Poisson distribution.

The PDF of semi-Poisson distribution is

\[ f(h) = \varphi p(h) + (1 - \varphi) \int_0^h p(h) \, dt \, \theta e^{-\theta h}, \quad h \geq 0, \ \theta > 0 \]  

where \( p^*(\theta) = \int_0^\infty e^{-\theta h} p(h) \, dh \) is the Laplace transform of \( p(h) \).

Semi-Poisson distribution defines two common headway distributions for car-following scenarios, i.e.
Gamma distribution and its Laplace transform

\[ p(h) = \frac{h^{\alpha-1}e^{-h/\beta}}{\beta^\alpha \Gamma(\alpha)}, \quad q^*(\lambda) = (1 + \lambda\beta)^{-\alpha} \]  

(2.56)

Gauss distribution and its Laplace transform

\[ p(h) = \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{(h-\mu)^2}{2\sigma^2}}, \quad p^*(\lambda) = e^{(\sigma^2/2-\mu)\lambda} \]  

(2.57)

where \( \mu \) and \( \sigma \) are the expectation and standard deviation of Gauss distribution.

Branston [27] proposed a mixed model of a generalized queuing model and semi-Poisson model. The PDF for free-flow headway is

\[ q(h) = \lambda e^{-\lambda h} \int_0^h p(z)e^{\lambda z}dz \]  

(2.58)

where \( 1/\lambda \) is the average headway. Assume headway follows lognormal distribution in car-following mode as

\[ p(h) = \frac{1}{\sqrt{2\pi\sigma h}} e^{-\frac{\ln(h-\mu)^2}{2\sigma^2}} \]  

(2.59)

then the PDF for mixed headway is

\[ f(h) = \varphi p(h) + (1 - \varphi)\lambda e^{-\lambda h} \int_0^h p(z)e^{\lambda z}dz \]  

(2.60)

### 2.3.4 Random Matrix Model

Krbálex and Sěba [132] showed that traffic data from different sources belonged to a class of random matrix distributions. Abul-Magd [2] applied the random matrix theory (RMT) to the car-parking problem and adopted a Coulomb gas model that associated coordinates of gas particles with the eigenvalues of a random matrix, in which the Wigner surmise for Gaussian unitary ensemble (GUE) was given by

\[ P(\varsigma) = \frac{32}{\pi^2}x^2 e^{-4x^2/\pi}, \quad \varsigma \geq 0 \]  

(2.61)

where \( \varsigma \) is the space gap, i.e. spacing minus vehicle length.

Abul-Magd [1] pointed out that RMT modeled the Hamiltonians of chaotic systems as members of an ensemble of random matrices that depended only on the symmetry properties of the system and GUE modeled systems violating time reversal symmetry. In the phase transition from the free-flow state to the congested state, the GUE of RMT is

\[ P_{\text{GUE}}(\varsigma) = \frac{32\varsigma^2}{\pi^2\varsigma^3} e^{-4\varsigma^2/\pi^2} \]  

(2.62)
where $\bar{\varsigma}$ is the mean space gap.

Space gaps in free-flow traffic are uncorrelated and follow the Poisson distribution

$$P_{\text{Poisson}}(\varsigma) = \frac{1}{\bar{\varsigma}} e^{-\varsigma/\bar{\varsigma}}$$ (2.63)

More recently, models based on headway/spacing distributions and state transitions received more interests. For example, Jin et al. [109] revealed that the distributions of departure headways at each position in a queue approximately followed a certain lognormal distribution except the first one by using video data collected from four intersections in Beijing. Wang et al. [250] estimated a cellular automation (CA) model for spacing distribution.

### 2.4 Summary

This chapter reviews the history of traffic flow theory from the perspectives of macroscopic, mesoscopic, microscopic modeling approaches and summaries their scopes of applications. This chapter focuses on the stochastic traffic flow modeling method and the headway/spacing probabilistic distributions. Based on the overview of the state-of-the-art traffic flow model, the historical development of traffic flow modeling approaches are summarized as a literature foundation for the other chapters.
Chapter 3

Empirical Observations of Stochastic and Dynamic Evolutions of Traffic Flow

3.1 Introduction

Road traffic flow is characterized by the complex, dynamic and stochastic phenomena. In history, traffic theorists and transportation engineers applied numerous approaches to the qualitative or quantitative analyses of traffic flow. Figure 3.1 shows the empirical investigations based on Eulerian and Lagrangian field measurements in this chapter. The studies of stochastic phenomena include headway/spacing/velocity distributions, disturbances of congested platoons (jam queues) and time-frequency properties of oscillations. These observations will reveal some important aspects of complex, dynamic and stochastic evolutions of traffic flow.

The observations in this chapter are the empirical basis for the whole thesis. The relations with other parts in the thesis are: 1) the studies of empirical joint distributions of headway/spacing/velocity based on typical Lagrangian measurements, i.e. trajectory data, promise traffic state transition matrices for a Markov car-following model that will be further discussed in Chapter 4; 2) based on the Lagrangian measurements, the spatial-temporal evolutions of mean velocity, and disturbances of travel time, a stochastic fundamental diagram model will be formulated in Chapter 5; 3) by using the nonlinear stochastic signal processing method for time-frequency analysis, the typical Eulerian data, i.e. inductive loop detections are explored to reveal the stochastic oscillations and breakdown phenomena, then a traffic flow breakdown probability model will be established in Chapter 6.

3.2 Characteristics of Headway/Spacing/Velocity

The first question examined in this chapter is:
Question 1. Which one should be chosen as the fundamental modelling variables: headway, spacing, or velocity?

To answer this question, we use different methods to retrieve and study the data from the Next Generation SIMulation (NGSIM) datasets [190]. Many researchers had complained for the lack of data against calibration and validation in late 1990s, e.g. [160]. The appearance of NGSIM program relieves this worriment recently, since it provides high-quality and publicly available trajectory datasets that can be used to describe the microscopic driver behaviors.

NGSIM trajectory data have been emergently applied to calibrate and validate micro/macroscopic traffic models and simulations since 2005 [41, 42, 90, 122, 124, 141, 165, 193, 236, 266, 268]. Recent achievements in Intelligent Transportation System (ITS) have allowed drivers to communicate with other neighboring drivers. To identify the macroscopic properties of traffic dynamics, such as FD and shockwaves, a method to measure passing rate was proposed to determine lane-specific FD and further reinforce the linear assumption in the congested regime [41]. Another exploratory analysis and numerical algorithm were...
applied to estimate the shockwave characteristics and propagation speeds by exploring the trajectories [165].

The trajectory data used for calibration were obtained from the southbound direction of U.S. Highway 101, in Hollywood, Los Angeles, California. The monitoring period is from 7:50 am to 8:35 am in morning rush hours on June 15, 2005. There are five through lanes (Lane 1-5) with an auxiliary (Lane 6), an on-ramp (Lane 7) and an off-ramp (Lane 8), for a total length of 640 m (see Figure 3.2). The sampling time interval is 0.1 s. The preprocessing of the trajectory data is similar to what have been discussed in [235] and is omitted here.

Particularly in the followings, 65 virtual detectors are placed on the road as shown in Figure 3.2. When a vehicle passes one of these virtual detectors, its current headway and spacing to its leaders will be recorded as a triple \((h_i, s_i, v_i)\), \(i \in \mathbb{N}^+\), where the footnote \(i\) is the sampling index.

Because the sampling time period is limited, we apply an aggregation method to obtain the smoother joint distributions of \((h_i, s_i, v_i)\). More precisely, these sampled triples \((h_i, s_i, v_i)\) are divided into 10 groups according to \(v_i\) with a uniform width of 2 m/s. The joint probability distribution of \((h_i, s_i)\) within each range of velocities are estimated in Figure 3.3.

Figure 3.3a gives a more clear comparison of the headway/spacing distributions with different velocity ranges. The mean values of headways decrease with the velocities and finally reach the saturation headway. Moreover, statistical tests show that these distributions approximately belong to a generic distribution family under different states (e.g. free flow and congested flow). This fact has been verified in many previous reports (e.g. [1, 126, 129, 130, 131, 132, 153, 185, 235, 250, 269]). As shown in Figure 3.3a, there is a roughly linear correlation between headways and spacings at each velocity range, because we have the following approximate relation \(s \approx vh\), where \(h\) denotes the headway, \(s\) denotes the spacing, and \(v\) is the velocity of the following vehicle.

Figure 3.3b shows that when the velocity is larger than 5 m/s, drivers will try to maintain a relatively constant headway, whose mean value is around 2 s and the distributions belong to a family of lognormal distributions. On the other hand, Figure 3.3c shows that when the velocity is lower than 5 m/s, the drivers will try to maintain a relatively constant spacing,
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whose mean value is around 8 m and the distributions also belongs to a certain lognormal family of distribution. Figure 3.3c further shows that the mean values of spacings increase with the velocities and gradually reach the saturation spacing.

Since headway/spacing/velocity are correlated to each other, it is significant to study their stochastic characteristics for deeply understanding traffic flow evolutions. In probability theory and statistics, a copula can be used to describe the dependence between random variables by estimating marginal distributions. There are many parametric copula families available to control the strength of dependence.

Take the bivariate random variables \((Z_1, Z_2)\) as an example, define the joint CDF as

\[
F(z_1, z_2) \triangleq \Pr\{Z_1 \leq z_1, Z_2 \leq z_2\} \tag{3.1}
\]

According to Sklar’s theorem [184], given the joint CDF and marginal CDF of bivariate random variables, the copula is unique, i.e.

\[
F(z_1, z_2) = C(F_1(z_1), F_2(z_2)) \tag{3.2}
\]

Incorporate random variables \(\xi, \zeta\) defined in \([0, 1]\), the copula is

\[
C(\xi, \zeta) = F(F^{-1}_1(\xi), F^{-1}_2(\zeta)) \tag{3.3}
\]

where \(\xi = F_1(z_1), \zeta = F_2(z_2), z_1 = F^{-1}_1(\xi), z_2 = F^{-1}_2(\zeta)\). According to Fréchet–Hoeffding theorem [184], the copula bounds are

\[
\max\{\xi + \zeta - 1, 0\} \leq C(\xi, \zeta) \leq \min\{\xi, \zeta\} \tag{3.4}
\]

Suppose we have \(n\) observations \((Z_1^{(i)}, Z_2^{(i)})\), \(i \in \mathbb{N}\), where \(\mathbb{N} = \{1, 2, ..., n\}\), the corresponding true copula observations would be

\[
(U_1^{(i)}, U_2^{(i)}) = (F_1(Z_1^{(i)}), F_2(Z_2^{(i)})), i \in \mathbb{N} \tag{3.5}
\]

If the marginal distributions are unknown, the pseudo copula observations can be constructed by using the empirical distributions

\[
\hat{F}_1(z_1) = \frac{1}{n} \sum_{i=1}^{n} \mathbf{1}(Z_1^{(i)} \leq z_1), \quad \hat{F}_2(z_2) = \frac{1}{n} \sum_{i=1}^{n} \mathbf{1}(Z_2^{(i)} \leq z_2) \tag{3.6}
\]

where \(\mathbf{1}(\cdot) \mapsto \{0, 1\}\) is indicator function.

The pseudo copula observations are defined as

\[
(\hat{U}_1^{(i)}, \hat{U}_2^{(i)}) = (\hat{F}_1(Z_1^{(i)}), \hat{F}_2(Z_2^{(i)})), i \in \mathbb{N} \tag{3.7}
\]

\(^1(Z_1, Z_2)\) represent bivariate normal random variables \((h, v)\) or \((s, v)\). Since \((h, s)\) may not follow the bivariate lognormal distributions, \((h, s)\) are not considered.
Figure 3.3: The empirical joint probability distributions of headway/spacing/velocity.
The corresponding empirical copula is then defined as
\[ \hat{C}(\xi, \zeta) = \frac{1}{n} \sum_{i=1}^{n} 1(\hat{U}_1^{(i)} \leq \xi, \hat{U}_2^{(i)} \leq \zeta) \]  
(3.8)

On the contrary, if given the marginal distributions of \((F_1(z_1), F_2(z_2))\) and the copula \(C(\xi, \zeta)\), Monte-Carlo integral can be used to estimate the expectation of a response function \(\{\mathcal{R}(z_1, z_2) : \mathbb{R}^2 \mapsto \mathbb{R}\}\),
\[
E[\mathcal{R}(z_1, z_2)] = \int_{\mathbb{R}^2} \mathcal{R}(z_1, z_2) dF(z_1, z_2)
= \int_{[0,1]^2} \mathcal{R}(F_1^{-1}(\xi), F_2^{-1}(\zeta)) dC(\xi, \zeta)
= \int_0^1 \int_0^1 \mathcal{R}(F_1^{-1}(\xi), F_2^{-1}(\zeta)) C'(\xi, \zeta) d\xi d\zeta
\]  
(3.9)

where \(C'(\xi, \zeta) = \partial^2 C(\xi, \zeta)/\partial \xi \partial \zeta\) is the density function of copula.

First, generate \(n\) i.i.d. samples based on copula \(C\), i.e.
\[(U_1^{(i)}, U_2^{(i)}) \sim C(\xi, \zeta), \ i \in \mathbb{N} \] 
(3.10)
then, use the inverse marginal CDF \((F_1^{-1}, F_2^{-1})\) to produce samples
\[(Z_1^{(i)}, Z_2^{(i)}) = (F_1^{-1}(U_1^{(i)}), F_2^{-1}(U_2^{(i)})), \ i \in \mathbb{N} \] 
(3.11)
then, calculate the approximate value of the response function by its empirical value
\[
E[\mathcal{R}(z_1, z_2)] \approx \frac{1}{n} \sum_{i=1}^{n} \mathcal{R}(Z_1^{(i)}, Z_2^{(i)}) 
\]  
(3.12)

Specifically, assume that random variables \(Z_1\) and \(Z_2\) follow lognormal distributions, their PDFs are
\[
f(z_1) = \log\mathcal{N}(z_1; \mu_1, \sigma_1) = \frac{1}{\sqrt{2\pi \sigma_1^2 z_1}} \exp\left(-\frac{(\log z_1 - \mu_1)^2}{2\sigma_1^2}\right), \ z_1 > 0
\] 
(3.13a)
\[
f(z_2) = \log\mathcal{N}(z_2; \mu_2, \sigma_2) = \frac{1}{\sqrt{2\pi \sigma_2^2 z_2}} \exp\left(-\frac{(\log z_2 - \mu_2)^2}{2\sigma_2^2}\right), \ z_2 > 0
\] 
(3.13b)
where \(\mu_1, \sigma_1, \mu_2, \sigma_2\) are the parameters, satisfying \(\log Z_1 \sim \mathcal{N}(\mu_1, \sigma_1^2), \log Z_2 \sim \mathcal{N}(\mu_2, \sigma_2^2)\).

The joint PDF of \(Z_1\) and \(Z_2\) is
\[
f(z_1, z_2) = \frac{1}{2\pi \sqrt{1 - \rho_z^2} \sigma_1 \sigma_2 z_1 z_2} \exp\left[-\frac{1}{1 - \rho_z^2} \left(\frac{(\log z_1 - \mu_1)^2}{2\sigma_1^2} - \frac{\rho_z (\log z_1 - \mu_1)(\log z_2 - \mu_2)}{\sigma_1 \sigma_2} + \frac{(\log z_2 - \mu_2)^2}{2\sigma_2^2}\right)\right]
\] 
(3.14)
where $\rho_z$ is the correlation coefficient of $Z_1$ and $Z_2$, i.e.

$$\rho_z = \frac{E[(\log z_1 - \mu_1)(\log z_2 - \mu_2)]}{\sigma_1 \sigma_2}, \quad |\rho_z| \leq 1$$ (3.15)

The conditional PDFs of $Z_1$ and $Z_2$ are

$$f(z_1|z_2) = \frac{1}{\sqrt{2\pi \sigma_{z_1|z_2}^2}} \exp\left(-\frac{(\log z_1 - \mu_{z_1|z_2})^2}{2\sigma_{z_1|z_2}^2}\right)$$ (3.16a)

$$f(z_2|z_1) = \frac{1}{\sqrt{2\pi \sigma_{z_2|z_1}^2}} \exp\left(-\frac{(\log z_2 - \mu_{z_2|z_1})^2}{2\sigma_{z_2|z_1}^2}\right)$$ (3.16b)

It can be found that $f(z_1|z_2)$ and $f(z_2|z_1)$ are still logarithmic type, but the parameters are

$$\mu_{z_1|z_2} = \mu_1 + \rho_z \frac{\sigma_1}{\sigma_2} (\log z_2 - \mu_2), \quad \sigma_{z_1|z_2} = \sqrt{1 - \rho^2} \sigma_1$$ (3.17a)

$$\mu_{z_2|z_1} = \mu_2 + \rho_z \frac{\sigma_2}{\sigma_1} (\log z_1 - \mu_1), \quad \sigma_{z_2|z_1} = \sqrt{1 - \rho^2} \sigma_2$$ (3.17b)

### 3.3 Congested Platoon Oscillations

The efforts to capture traffic oscillations can be traced back to early studies on temporal and asymptotic stabilities of linear car-following models investigated with frequency analysis tools [36, 79]. Later on, Gipps [82] proposed a nonlinear car-following model to better reproduce traffic evolution. Bando et al. [8] developed the well-known OVM model to study stop-and-go traffic. Numerical traffic approached were usually incorporated to demonstrate the oscillation phenomena [20, 34, 94, 119, 120, 135].

Li et al. [156] mentioned that traffic oscillations, also known as the “stop-and-go” traffic, refer to the phenomenon that congested traffic tends to oscillate between slow-moving and fast-moving states rather than maintain a steady state. Traffic oscillations create significant driving discomfort, travel delay, extra fuel consumption, increased air pollution, and potential safety hazards.

Figure 3.4 shows the spatial-temporal evolution of velocity by using trajectories on Lane 1 through Lane 4. During the first 15 min, the traffic is almost stable between 400 m (near an off-ramp at 398 m) and the segment end, but the traffic state shows several small oscillations propagating upstream with a relatively constant speed. Particularly on Lane 1, the oscillation period is much smaller than the other three lanes. During the following 30 min, the stop-and-go phenomenon occurs from the segment end to the most upstream location. On Lane 1, Lane 2 and Lane 3, these shockwaves are mixed with other oscillations caused by the off-ramp, while some shockwaves vanish on Lane 4. The velocity evolutions clearly show the generation, propagation and dissipation of stop-and-go waves, as well as the empirical oscillation period and intensity.
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Figure 3.4: Spatial-temporal evolution of velocity.
We extracted vehicles in a stable platoon (not fewer than two vehicles) that means each vehicle kept in the same lane without lane changing between \( x = 50 \) m and \( x = 600 \) m and the spacing between two consecutive vehicles were smaller than 50 m. As shown in Figure 3.5, there were 806 stable platoons extracted, with 147, 200, 158, 209 and 92 stable platoons on each lane, respectively. There were 3545 full trajectories, or 45.84\% of the total 7734 measured vehicles. The number of vehicles in one stable platoon decreased with the size of platoons, which indicated that a platoon with a larger size was more likely disrupted. We will discuss the properties of travel time distribution based on these stable platoons in the followings.

In Figure 3.6, all of the four lanes showed the same feature of oscillatory travel times. The influences of traffic jam shockwaves on travel times are obviously shown in Figure 3.6. The minimal travel time is about 40 s. However, encountering shockwaves will increase travel time to 80-100 s. Obviously, the empirical distributions of such travel times are multimodal and cannot be simply depicted by a single lognormal distribution.

In order to understand the traffic flow dynamic in the NGSIM Highway 101 dataset, we plot several trajectories typical of platoons shown in Figure 3.7. The first platoon shown in Figure 3.7a moves at a homogeneous speed (close to the free-flow speed) and does not encounter any shockwaves. The corresponding average travel time and variance are \( \bar{T} = 41.1 \) s, \( \sqrt{\text{Var}[T]} = 0.8 \), respectively. Figure 3.7b-3.7d plot three other platoons interrupted by one, two and multiple shockwaves, respectively. The number and durations of jams induce oscillatory travel time that consists of different number of components. It is worthy to point out that the case of multiple shockwaves is rarely observed in the explored NGSIM dataset, while the vehicles shown in Figure 3.7a-3.7c are in the majority.
Figure 3.6: Time series of travel times for NGSIM Highway 101 dataset.

3.4 Time-Frequency Properties

Traffic congestion pattern performs an important role in traffic flow analysis. Signal processing is a powerful tool for the analysis and synthesis of time series. Characteristics localization of time series in spatial (or time) and frequency (or scale) domains can be accomplished to learn the time-frequency properties of empirical traffic flow.

Let \( \{z_t, \ t = 0, 1, ..., T - 1\} \) be a discrete series of Eulerian data of traffic flow, mean speed or time occupancy. Then the discrete Fourier transform (DFT) is

\[
\hat{z}_d(\omega) = \sum_{t=0}^{T-1} z_t e^{-i\omega t}, \ \forall \omega \in [0, \pi]
\]  

(3.18)
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(a) $\bar{T} = 41.1$ s, $\sqrt{S^2[T]} = 0.8$

(b) $\bar{T} = 56.0$ s, $\sqrt{S^2[T]} = 2.1$

(c) $\bar{T} = 73.9$ s, $\sqrt{S^2[T]} = 1.3$

(d) $\bar{T} = 93.7$ s, $\sqrt{S^2[T]} = 1.6$

Figure 3.7: Oscillations of typical platoon trajectories.
where $\omega$ is the digital frequency that can be transformed as
\[
\hat{z}(\Omega) = \hat{z}_d(\Omega \Delta) = \sum_{t=0}^{T-1} z_t e^{-i\Delta\Omega t}, \forall \Omega \in [0, \pi/\Delta]
\] 
(3.19)

where $\Omega = \omega/\Delta$ is analog frequency, $\Delta$ is the period of field data collection.

The discrete form of short-time Fourier transform (STFT) is
\[
\text{STFT}(k, \Omega) = \sum_{t=0}^{T-1} z_t w(t-k)e^{-i\Delta\Omega t}, \forall \Omega \in [0, \pi/\Delta]
\] 
(3.20)

where $k$ is the time of measurements (mean speed, density and etc.), $w(t-k)$ is the window function, a rectangular window is chosen for analysis, i.e. $w(t-k) = 1$, otherwise 0, $l_w\Delta$ is the window length.

Apply the STFT approach to empirical traffic flow data collected on a 8.8-kilometer segment of G6 Highway (Beijing-Tibet Expressway or China National Expressway 6) in Beijing, with 17 loop detectors, named “51001–51017”. The measurement time interval is $\Delta = 120$ s. As an example, Figure 3.8 shows the application of the STFT approach on mean speed of September 23, 2008 (Tuesday). The horizontal axis shows the analogy frequency $\Omega$. The warmer color represents more obvious oscillations, while the colder color represents free-flow states. It can be seen that the STFT approach clearly exhibits the time-frequency characteristics of traffic speed data along a series of loop detectors, and describes the stochastic oscillations in an illustrative way. The low-frequency oscillations with a longer cycle need more time to dissipate, but the high-frequency oscillations have significant influences on traffic stability. Detectors D2~D4 are in relatively congested states with obvious stochastic oscillations, especially between 7:00 and 19:00. Meanwhile, the local extreme values of detectors D2~D4 are approximate 2 mHz, 4 mHz and 6 mHz, and the corresponding oscillating circles are 8.3 min, 4.2 min, 2.8 min, respectively. For detector D5, the duration of traffic congestion is from 14:24 to 18:00 or so. The principle frequency is about 1 mHz and the corresponding oscillating circle is 16.7 min.

Figure 3.8b shows that the stochastic oscillations of detectors D6, D8~D11 concentrate in three peaks, i.e. morning rush hours (7:00–9:00), afternoon rush hours (14:00–15:00) and evening rush hours (18:00–19:30).

More precisely, wavelet transform (WT) provides an interesting and useful alternative to the classical STFT. The basic difference consists in the fact that WT performs a multiresolution analysis of the signals, by making use of short windows at high frequencies and long windows at low frequencies. This property will be more appropriate for the applications to stochastic and oscillatory traffic flow data.

Continuous wavelet transform (CWT) possesses the ability to construct a time-frequency representation of a signal that offers a good time and frequency localization. The mother

\[21 \text{ mHz} = 0.001 \text{ Hz} \]
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Figure 3.8: Illustration of the STFT approach with empirical loop data.
wavelet $\psi(t)$ is a continuous function in both the time and frequency domains, satisfying

$$
\int_{-\infty}^{\infty} |\psi(t)|^2 dt = \int_{-\infty}^{\infty} |\hat{\psi}(f)|^2 df < \infty, \int_{-\infty}^{\infty} \psi(t) dt = 0
$$

(3.21)

where $\hat{\psi}(f) = \int_{-\infty}^{\infty} \psi(t)e^{-i(2\pi f)t} dt$ is the FT of $\psi(t)$.

The most common mother wavelet is Gauss wavelet

$$
\psi(t) = \sqrt{2\pi} \phi(t) = e^{-t^2/2}
$$

(3.22)

Its first order derivative is

$$
\psi(t) = \sqrt{2\pi} \phi'(t) = -te^{-t^2/2}
$$

(3.23)

Its second order derivative is as a Mexican hat wavelet

$$
\psi(t) = -\sqrt{2\pi} \phi''(t) = (1-t^2)e^{-t^2/2}
$$

(3.24)

We can include the scale parameter $a$ and translation parameter $b$, i.e.

$$
\psi\left(\frac{t-b}{a}\right) = \left[ 1 - \left(\frac{t-b}{a}\right)^2 \right] \exp\left[ -\frac{1}{2} \left(\frac{t-b}{a}\right)^2 \right]
$$

(3.25)

Based on the wavelets, CWT coefficients can be obtained by

$$
\text{CWT}(a, b) = \frac{1}{\sqrt{a}} \int_{-\infty}^{\infty} z(t)\psi^\ast\left(\frac{t-b}{a}\right) dt = \frac{1}{\sqrt{a}} \int_{-\infty}^{\infty} \hat{z}(f)\hat{\psi}^\ast(a f) e^{i(2\pi f)b} df
$$

(3.26)

where CWT$(a, b)$ is the wavelet transform at time $b$ given the scale $a$.

Then, the mean energy at time $b$ across all scales is formulated as

$$
E(b) = \frac{1}{\max(a)} \int_{0}^{\max(a)} |\text{CWT}(a, b)|^2 da
$$

(3.27)

In real applications, Figure 3.9 incorporates CWT to identify the begin and end points of stochastic oscillations. Take the mean speed measured at detector D8 as an example, Figure 3.9a shows how to apply the most simplest Haar wavelet to field data. We can find the energy evolution with time. The resolution and accuracy decrease with the scale. So the characteristic traffic state transition points can be approximately identified.

As shown in Figure 3.9b, the CWT coefficients become zero at 13:30 and 17:20 for more scales when the second order Gauss wavelet is used. In this way we can analyze the concave-convex properties of the curved surface of CWT coefficients. The inflection points can be identified in such a way. In Figure 3.9b, we can find the begin and end points are 13:30-14:20 and 17:20-18:00, respectively.

3 The characteristic points can be more accurately identified by using other more complex wavelets.
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Figure 3.9: Time-frequency features of traffic flow by wavelet transform.
For further applications of the WT approach, we study the traffic breakdown phenomenon that can be defined as a sudden state transition from free-flow state to congested state. It usually occurs when the mean speed drops rapidly below a certain threshold in a short period of time [11]. From the viewpoint of detection theory in statistical signal processing, traffic breakdown can be inferred as the problem of model change detection. In this study, we divide the whole traffic breakdown process into breakdown transition regime, congested regime and breakdown recovery regime. Empirical measurements of highway traffic breakdown using discrete wavelet transform (DWT) reveal the breakdown activation and recovery process of transitions from free-flow to congested states.

Figure 3.10a shows that a 9-kilometer segment of I80-W (westbound) in and near Berkeley, California. It contains four to five lanes and 20 detector stations named D1 through D20. The southbound traffic direction is towards the downtown area of San Francisco through the Bay Bridge. The data used in this study was downloaded via the Performance Measurement System (PeMS) [201] that is jointly developed by California Department of Transportation (Caltrans), University of California at Berkeley, and California PATH (Partnership for Advanced Technology on Highways). Each detector measures the raw, 30-second data of vehicle counts and time occupancies that are then transformed into the PeMS schema and archived in the PeMS database. The 30-second data are imputed and aggregated to 5-minute samples per lane without holes. The median lane is a high-occupancy vehicle (HOV) lane with different characteristics from other regular lanes, this study only considers the three shadowed lanes (see Figure 3.10a). The measured 5-minute interval and lane-aggregated data from October 1 to 31, 2011 (31 days). The maximal and minimal separations of loop detectors are 1.0 km and 0.06 km, respectively, and the mean separation is 0.48 km which is close enough for empirically observing spatial-temporal evolutions.

Figure 3.10a shows a segment of Highway G6 in Beijing. It is a 25-kilometer segment equipped with 34 double inductive loop detectors (labeled here as D1 through D34) on each lane in both northbound and southbound directions. The maximal and minimal separations of loop detectors are 3.0 km and 0.1 km, respectively, and the average value is 0.75 km which is close enough as well although it is a little larger than the I80-W site. Vehicle counts (volumes for automobiles and trucks) and time occupancies were collected by loop detectors on each lane and aggregated for every 5 minutes. The time-average speed at each loop detector was not measured directly but estimated based on the vehicle counts, the occupancies, the average vehicle length and the effective detection zone length. The collected 5-minute interval and lane-aggregated data are from October 1 to October 31, 2010 (31 days). During the measurement period, the experimental segment experienced two severe traffic accidents on October 1 and October 31, respectively, but non-recurrent traffic congestions on these two days are out of the scope of this thesis. It indicated that the vehicle conservation was roughly maintained by comparing the cumulative counts from upstream and downstream locations although there were many on/off-ramps without loop detectors installed in both bounds. Additionally, there are two main junctions (between D9 and D10, between D17 and D18) and one toll station (between D15 and D16) along the highway. It is worthy to point out that the toll station is a physical bottleneck and incurs congestions.
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In order to make the selected site more comparable with the I80-W segment, we choose the southbound direction towards the downtown of Beijing in this study (see the three shadowed lanes in Figure 3.10a).

Figure 3.10c shows the mean speeds and time occupancies across all lanes for each 5-minute interval in the space-time plot. The warmer shades indicate lower speeds and higher time occupancies, contrarily the cooler shades represent higher speeds and lower time occupancies. In the southbound traffic flow evolutions on October 12, 2011 (Wednesday), there are two physical bottlenecks along this segment: 1) the merging area with another Interstate Highway I580-E at the upstream of the D12 (20.23 km); 2) the Bay Bridge toll station at the downstream of the D1 (14.40 km). In typical weekdays, recurrent congestions usually occur at the first bottleneck and propagate upstream rapidly in morning rush hours, and emerge at the second bottleneck in evening rush hours.

Figure 3.10d shows the recurrent traffic congestions on October 5, 2010 (Tuesday). Based on the empirical analysis, there is a physical bottleneck of toll station along this segment between D15 (6.5 km) and D16 (7.2 km). Generally, the bottleneck induces congestions in morning rush hours and more severely in the evening rush hours. Obviously different from the case of I80-W, it shows that the toll station incurred congestions in weekends (e.g. October 3, 2010, Tuesday) even heavier than weekdays, this was even worse due to a higher demand of returning traffic back to the city on Sunday evening rush hours and much more trucks run on G6-S without entry limits in weekends.

In field applications, it is more efficient and effective for computation to reconstruct the original signal by using infinite summations of discrete wavelet coefficients rather than continuous integrals. As shown in Figure 3.11, we select the biorthogonal spline wavelets as an example to illustrate the application of DWT in traffic breakdown identifications, because biorthogonal spline wavelets enable symmetric and antisymmetric wavelets and allow certain desirable properties to be incorporated separately within the decomposition wavelets and the reconstruction wavelets.

Figure 3.11a and Figure 3.11b illustrate two examples of speed time series, collected at D13, October 12, 2011 and D6, October 13, 2011, respectively. For the sake of simplicity, we demonstrate that equal to or larger than 90 km/h represents the free-flow state, between 50 km/h and 90 km/h indicates the less congested state or “synchronized flow” in three-phase theory, while smaller than 50 km/h denotes the congested state. The average wavelet-based energy across all scales at a specific time tracks the abrupt speed change well. It can be seen from these two examples that DWT identifies some other speed fluctuations within the same traffic states as well.

Here, we only take into account the temporally distributed energy peaks that correspond to traffic state transitions in speed time series, particularly for the peaks where traffic flow changes from free-flow state to congested state. The characteristics of traffic breakdown can be approximately identified by four points: Point 1 is the breakdown occurrence time $T_1$ before traffic state transition; Point 2 is the end of transition from free-flow state to less congested state or congested flow, i.e. $T_2$; Point 3 represents the beginning of breakdown recovery time $T_3$; and Point 4 denotes the end of breakdown, i.e. recovery time $T_4$. We also
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Figure 3.10: Schematic of loop detectors and spatial-temporal evolutions of traffic speed.
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show the absolute values of discrete wavelet transform coefficients from scales 1-16 in the examples.

Figure 3.11c and Figure 3.11d demonstrate the applications of DWT in detecting breakdown characteristic points via two speed time series, collected at D20, October 3, 2010 and D2, October 5, 2010. Due to the different speed limit of G6-S, we define the three traffic states as follows, equal to or larger than 70 km/h represents free-flow state, between 50 km/h and 70 km/h indicates the less congested state, while smaller than 50 km/h denotes the congested state. It can be seen that speed profiles of G6-S involve more oscillations and much more complicated features of traffic breakdown. Analogically, the characteristic points of traffic breakdown can be approximately identified by Points 1-4, these two examples show multiple breakdown phenomena occurred and we defined the characteristic points sequentially, e.g. we had 12 points in these two profiles and we treated Point 5 as Point 1, Point 6 as Point 2 and so on. Besides, it was found that when traffic breakdown lasted for a short while, the wavelet-based approach was not capable of identifying the difference between $T_2$ and $T_3$, which was a shortcoming of this method but could be improved by selecting higher resolution wavelet functions.

Based on the previous simplification of traffic breakdown phenomena, we continue to define some statistics to examine the statistical characteristics of breakdown. $T_2 - T_1$ quantifies the process of breakdown transition, $T_1 - T_3$ expresses the process of breakdown recovery, $v(T_1) - v(T_2)$ identifies the value of speed decline before and after breakdown, $v(T_3) - v(T_4)$ shows the value of speed increase during recovery from traffic breakdown. Furthermore, we can also define $T_4 - T_1$ as the whole duration of traffic breakdown. Due to the nonstationarity and complex features of traffic flow in congestion, it is difficult to mathematically formulate the exact evolution of traffic states. Instead, we empirically observed the datasets from PeMS [201] and collected the characteristic peaks that satisfied the breakdown transition and recovery conditions via the wavelet-based identification approach.

Based on the 31-day data (from October 1 to 31, 2011) from 20 loop detecting stations on I80-W, Figure 3.12a and Figure 3.12b show the statistical results of $T_2 - T_1$ and $T_4 - T_3$, based on more than 436 valid samples. The mean values of breakdown transition and recovery duration are 47.8 min and 41.7 min, respectively.

Based on the 7-day data (from October 2 to 8, 2010) from 34 loop detecting stations on G6-S, more than 117 valid samples, Figure 3.12c and Figure 3.12d show that mean values of breakdown transition and recovery time are 36.9 min and 38.0 min, that are about 22% and 9% shorter than the case of I80-W with 47.8 min and 41.7 min, respectively. We can see that the G6-S case shows a much steeper feature of traffic breakdown and performs a little shorter recovery time from breakdown.

The different performances of traffic breakdown transition time, recovery time, and speed changes between the two study sites in U.S. and China can be interpreted as follows:

1) Different patterns of driving behaviors may induce the distinct differences of breakdown transition time and recovery time. For example, the drivers in China are more heterogeneous from the perspective of driving maneuvers, and further generate more aggressive car-following behaviors, shorter space headways or more jerks behind traffic queues, which encourages the
abrupt breakdown transition or recovery. Another appropriate reason closely related to the breakdown process is regarding to lane-changing or merging behaviors that perform more frequently and unexpectedly in China, e.g. merging vehicles on shoulder lane usually cause oscillations that propagate across to the median lane much more quickly than the U.S. Overall, the diversity of driving behaviors influences traffic breakdown to a large extend.

2) Different flow-density-speed relations or fundamental diagrams along the two segments caused by different speed limits, capacities, and varieties of vehicles may influence the distributions of speed decline and increase during the whole traffic breakdown duration. The speed limit and highway capacities of China are generally smaller than the U.S., which partly influences the congested speed at the end of breakdown transition.

The foregoing approach effectively distinguishes useful breakdown information from non-
linear and nonstationary speed time series. Comparatively, the analysis of loop detector data from two highways (I80-W in Berkeley, CA, U.S. and G6-S in Beijing, China) shows that the wavelet-based energy approach enables effective identification of traffic breakdown occurrence time, recovery time, state transition time, and congested speed. Observations show that I80-W performs longer transition time and recovery time in traffic breakdown than G6-S, from which it infers that traffic breakdown occurs and recovers more abruptly on G6-S. The empirical study has important implications for understanding the breakdown process and statistical characteristics of traffic state transitions.

3.5 Summary

Transportation system is a complex, dynamic, stochastic system. Herrera et al. [98] classified two kinds of traffic flow measurements depending on the way of data collection. The Eulerian measurements consist of observing traffic flow at fixed locations such as loop detecting stations, while the Lagrangian measurements identify specific vehicle trajectories by using GPS, location-based technology inside cellular phones, vehicle tracking device, etc.

This chapter makes use of two typical kinds of traffic flow datasets for the qualitative to quantitative analyses of traffic flow evolution characteristics. Specifically, the loop detectors on I80-W in Berkeley and G6 Highway in Beijing are chosen as the Eulerian measurements, including the flow rate, mean speed, time occupancy and large vehicle percentage for each separate lane. The NGSIM trajectory datasets are utilized as the Lagrangian measurements, including location, velocity, acceleration, headway, spacing, etc. The observations in this chapter are the empirical basis for the whole thesis.
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Figure 3.12: Statistical characteristics of traffic breakdown transition time and recovery time.
Chapter 4

A Markov Model Based on Headway/Spacing distributions

4.1 Introduction

The stationary headway/spacing distribution models in Chapter 2 have been often criticized for neglecting the dynamic role of traffic [101]. A modern view accepted by many researchers is: the explicit distribution observed in practice should be a reflection of the implicit interaction between vehicles. The fact that some stationary distribution models are only suitable for free flow is because the interactions between consecutive vehicles are relatively weak and neglectable in free flow.

In recently developed dynamic headway distribution models [1, 129, 130, 131, 132, 172, 191, 245], traffic is described as $N$ strongly-linked particles under fluctuations. Notice that the governing interaction forces or potentials are not directly measurable for traffic applications; the statistical distributions of particles are investigated instead. For example, in [129, 130, 131, 132], Random Matrix Theory was applied to predict headway distributions among vehicles in different phases of traffic flows. These studies revealed why the shapes of headway/spacing distributions did not change too much, even in different traffic states (free flow, congested flow).

However, previous statistic approaches mainly addressed on the steady-state of the traffic; how to depict the transient-state of inter-arrival/inter-departure vehicle queuing interactions still needs further discussions.

A natural idea to answer the above questions is to develop microscopic simulation models, e.g. car-following, Cellular Automata (CA), that meanwhile yield such statistical properties. In [130, 172, 191, 245], different microscopic car-following models were proposed. For example, in [245], a special stochastic repulsive interaction based car-following model was reformulated into a Fokker-Planck type equation, which calculated the steady-state space-gap distribution among the elements in a queue as a function of their interaction potentials. However, the obtained formulas of the unseen potential that governs the movements of the
In this chapter, we link two research directions of road traffic: mesoscopic headway distribution model and microscopic vehicle interaction model, together to account for the empirical headway/spacing distributions. A unified car-following model will be proposed to simulate different driving scenarios, including traffic on highways and at intersections. The parameters of this model are directly estimated from NGSIM trajectory data. In this model, the empirical headway/spacing distributions are viewed as the outcomes of stochastic car-following behaviors and also the reflections of the unconscious and inaccurate perceptions of space and/or time intervals that people may have. This explanation can be viewed as a natural extension of the well-known psychological car-following model (action point model). Besides, the fast simulation speed of this model will benefit transportation planning and surrogate testing of traffic signals.

To explain the phenomenon that observed headways follow a certain lognormal type distribution within each preselected velocity range, an asymmetric stochastic extension of the well-known Tau Theory is proposed. It assumes that the observed headway distributions come from drivers’ consistent actions of headway adjusting, and more importantly, the intensity of headway change is proportional to the magnitude of headway on average. The agreement between the model predictions and the empirical observations indicates that the physiological Tau characteristics of human drivers govern driving behaviors in an implicit way.

4.2 A Markov Model for Headway/Spacing Distributions

4.2.1 Background

In this section, we will summarize and further improve the results on the following issues:

1) The first problem left unsolved in the models [109, 153, 250] is the parameters of the certain stochastic processes are indirectly estimated from the steady-state headway/spacing distributions. To achieve a solid proof, we use the NGSIM trajectory data to directly set the parameters. Testing results will show that the above conjecture on stochastic processes based car-following modeling is correct.

2) The second problem discussed in [109, 153, 250] is whether we can set up a unified simulation model for different driving scenarios, including highway and road intersections. From the viewpoint of the vehicles’ queuing dynamics, we need to depict four kinds of traffics: a) free-flows formulating no explicit queues; b) stable moving queues (vehicle platoons); c) unstable queues which contains complex inter-arrival and inter-departure queuing interactions; d) static queues (e.g., a line of vehicles parked roadside, vehicle queues fully stopped before a signalized intersection).

Tests in [109, 153, 250] showed that we could view the varying process of the headway/spacing between two consecutive vehicles as a certain stochastic process, whose steady-
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state distribution corresponded with the empirical distribution directly. Moreover, such stochastic phenomena can be naturally explained as the outcomes of stochastic driving behaviors, since a human driver can neither constantly maintain a desired velocity nor ac/decelerate in a smooth fashion [45, 93, 171]. However, most car-following models [7, 24, 174, 198] emphasize on other performance indices for traffic simulation. Moreover, it explicitly incorporates randomness in the dynamic model (just like many CA models of road traffic [168]), which makes it easy to reproduce other statistics of traffic flow. But unlike CA models, the space continuity of this model affords more accuracy in fitting the empirical distributions than those cellular automata which also considers probabilistic headways/spacings [103, 155].

In the discussions of [109, 153, 250], we found such models could be extended to characterize the statistics of unstable queues). In [109], the departure headways of a dissipating vehicle queue at the intersection (when the traffic light turns green) were carefully studied. It was found that the departure headway distribution at each position of a dissipating queue had a similar shape (lognormal distribution or more generic distribution alike) to the headways observed on highway. This triggered us to use a unified simulation model to reproduce the departure headways at intersections as well as the headways on highway. Simulation results proved the possibility of such approaches. The entering spacings at signalized intersections were studied, where entering spacing was defined as the spacial distance between two successive vehicles fully stopped in a traffic lane, when the traffic light turned red.

The problem of parking spacings had received considerable attentions since Renyi’s model [213]. Different models based on random sequential adsorption and random matrix theory had been proposed during the last four decades [144, 212, 233]. One interesting and intuitive model had recently been proposed in [204], in which the empirical spacing distributions could also be generated as the outcome of a Markov type adjusting process of the spacings. This could be viewed as an extension of the models proposed in [250].

3) The third problem is which variable (headway, spacing or velocity) should be chosen as the fundamental random variable. Some approaches emphasized the distributions of velocities, but more microscopic simulation models assumed that drivers adopt relatively constant time headways. Based on the NGSIM trajectory data, we show that this assumption is not accurate. Indeed, we find that a) when the velocity is low, the drivers will try to maintain a certain safe spacing whose distribution is relatively constant; b) when the velocity is high, the drivers prefer to maintain a certain headway, whose distribution belongs to a lognormal like distribution family. And the psychological car-following model can be extended to account for this interesting phenomenon.

4.2.2 Markov-Process Simulation Models

The empirical results indicate that we should choose headway as the fundamental variable in simulation when velocity is high, while spacing when velocity is low. The interesting finding also raises the following question:
Question 2. Why can we observe similar statistics during different traffic states? Is there any microscopic explanation behind?

In some recent approaches [109, 153, 250], the observed distributions were viewed as the results of consistent headway/spacings adjusting actions. Because of the unconscious and also inaccurate perceptions of space and/or time interval that people have, these adjusting actions are stochastic and discrete in time. This new viewpoint brings at least two benefits: a) we can then regard the consistent adjusting actions as a certain stochastic process, whose steady-state distribution may be directly calculated and compared with the empirical ones; b) this explanation is in accordance with the psychological car-following model (action point model), which had been well discussed in the 1970s∼1990s [73, 91, 177, 211].

In this section, we will first review some previous models and then propose the Markov-headway model for high velocity and the Markov-spacing model for low velocity. The associated psychological explanation is also presented.

Markov-spacing model

In [250], the varying process of the spacing during following was assumed to be a Markov process. Since it is difficult to deal with continuous Markov process in simulation, we assume altogether $n$ possible aggregated spacing states, each of which represents a certain range of spacing. To discretize the continuous spacing into several non-overlapping states is a simplification to introduce the Markov transfer probability. We can define a certain transition kernel by applying continuous-state Markov process, but it will make the simulation too difficult to implement.

Considering the relatively long time of driving actions of many drivers, the transition probability from state $i$ to state $j$ at a certain time would approach a steady value $P_{ij}, i, j = 1, 2, \ldots, n$. Based on the property of Markov process, given a transition matrix $P$, we can directly get the aggregated steady-state spacing distribution. This model was shown to successfully explain and reproduce the entering spacings [250]. However, the transition matrix $P$ was not directly estimated from the car-following data. Indeed, a guess of $P$ was constructed in [250] to allow a fastest convergence speed of the obtained Markov process.

We can see that when the velocity is low, drivers prefer to maintain a certain safe space gap whose distribution is relatively constant. In such scenarios, we should apply the Markov-spacing model. Because there are not enough low-velocity spacing data in NGSIM, we do not study the calibration of the transition matrix for Markov spacing model in this chapter.

In [250], simulations show that the entering spacings could be viewed as an approximation of the saturation spacing and can be reproduced by adopting the above Markov-spacing model. It is further shown in [109] that the distribution of entering spacings was different from that of the saturation. This is because: a) vehicles are allowed to move back and forth

---

1The aggregation technique is a useful tool in Markov processes modeling and analysis. It removes some unnecessary details from the original complete Markov process and generates a simpler model still with good approximation accuracy.
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when parking roadside but not before intersections; b) more importantly, the governing stochastic dynamic for these two spacing varying processes are different.

Markov-headway model

Inspired by the previous approaches, we propose a Markov-headway model for highway traffic simulation.

**Proposition 1.** In a finite dimension of state space \( \mathbb{N} = \{1, 2, ..., n\} \), the transition probability from states \( i \) to \( j \) for headway is \( P_{ij} \in (0, 1) \), satisfying \( \sum_j P_{ij} = 1 \), \( \forall i, j \in \mathbb{N} \). The corresponding transition probability matrix \( P \) can be estimated by the observation samples \( h_k(t) \rightarrow h_k(t + \Delta t) \) according to central limit theorem when the sample number is large enough

\[
P \approx (P_{ij}), \quad P_{ij} = \frac{J_{ij}}{J}
\]

where \( J_{ij} \) is the number of samples that \( h_k(t) \) belongs to state \( i \) while \( h_k(t + \Delta t) \) belongs to state \( j \), \( J \) is the population.

Noticing that headway distributions vary with velocity, the process is depicted by three Markov processes according to different velocity ranges\(^2\): \( 0 \sim 5 \text{ m/s}, 5 \sim 10 \text{ m/s}, \text{ and } 10 \sim 15 \text{ m/s} \). Because there are few records with velocity greater than 15 m/s in the NGSIM trajectory data of U.S. Highway 101 site, we simply discard these rare records.

Here, we can divide even more velocity ranges to achieve even better simulation results. For each velocity range, we aggregate the sample headways into 10 possible states, namely \( 0 \sim 1 \text{ s}, 1 \sim 2 \text{ s}, ..., 9 \sim 10 \text{ s} \). The headways that are larger than 10 s are neglected, since it indicates the vehicle is in a free driving state.

Table 4.1 shows the transition probability matrices \( P = (P_{ij}) \) for each velocity range. We can thus calculate the steady-state distribution of each Markov processes from

\[
\pi_\ell = \pi_\ell P_\ell, \quad \ell = 1, 2, 3
\]

where \( \pi_\ell \) is the stationary distribution vector of headway for the \( \ell \)th velocity range, \( P_\ell \) is the corresponding transition probability matrix for the \( \ell \)th velocity range, \( \ell \) corresponds to \( 0 \leq v < 5 \text{ m/s}, 5 \leq v < 10 \text{ m/s} \) and \( 10 \leq v < 15 \text{ m/s} \), respectively, whose sample sizes are 3698, 20943 and 32475. If \( \pi_\ell \) exists, then \( P^\infty_\ell = [\pi_\ell, \pi_\ell, ..., \pi_\ell]^T \).

As shown in Figure 4.1, these calculated distributions agree well with the empirical distribution. This fact verifies our conjecture that we can model car-following actions by using Markov processes\(^4\).

\(^2\)Actually, this division plan implies to the division of free flow, congestion flow and the middle states.

\(^3\)It is allowed to choose non-uniform aggregation length here. Since the aggregation method is not our main focus, we neglect the related discussions here.

\(^4\)A benefit of Markov model is we can fit almost any kind of empirical distributions. In other words, we can allow the steady-state distribution to be the more generic \( \Gamma \) distribution.
Table 4.1: The estimated transition matrices, $v \in [0, 5) \cup [5, 10) \cup [10, 15]$ m/s.

<table>
<thead>
<tr>
<th>$P_{ij}$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.5000</td>
<td>.5000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
</tr>
<tr>
<td>2</td>
<td>.0341</td>
<td>.4205</td>
<td>.4318</td>
<td>.0682</td>
<td>.0341</td>
<td>.0114</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
</tr>
<tr>
<td>3</td>
<td>.0000</td>
<td>.0505</td>
<td>.6291</td>
<td>.2456</td>
<td>.0466</td>
<td>.0155</td>
<td>.0058</td>
<td>.0039</td>
<td>.0029</td>
<td>.0000</td>
</tr>
<tr>
<td>4</td>
<td>.0000</td>
<td>.0067</td>
<td>.2345</td>
<td>.5529</td>
<td>.1345</td>
<td>.0395</td>
<td>.0176</td>
<td>.0101</td>
<td>.0034</td>
<td>.0008</td>
</tr>
<tr>
<td>5</td>
<td>.0000</td>
<td>.0015</td>
<td>.0507</td>
<td>.3209</td>
<td>.4448</td>
<td>.1179</td>
<td>.0358</td>
<td>.0134</td>
<td>.0104</td>
<td>.0045</td>
</tr>
<tr>
<td>6</td>
<td>.0000</td>
<td>.0000</td>
<td>.0168</td>
<td>.1148</td>
<td>.3249</td>
<td>.3557</td>
<td>.1232</td>
<td>.0336</td>
<td>.0196</td>
<td>.0112</td>
</tr>
<tr>
<td>7</td>
<td>.0000</td>
<td>.0000</td>
<td>.0108</td>
<td>.0919</td>
<td>.1784</td>
<td>.2000</td>
<td>.3351</td>
<td>.0973</td>
<td>.0757</td>
<td>.0108</td>
</tr>
<tr>
<td>8</td>
<td>.0000</td>
<td>.0000</td>
<td>.0227</td>
<td>.0455</td>
<td>.1591</td>
<td>.2159</td>
<td>.0909</td>
<td>.2614</td>
<td>.1477</td>
<td>.0568</td>
</tr>
<tr>
<td>9</td>
<td>.0000</td>
<td>.0000</td>
<td>.0172</td>
<td>.0345</td>
<td>.1207</td>
<td>.1724</td>
<td>.1207</td>
<td>.1034</td>
<td>.2759</td>
<td>.1552</td>
</tr>
<tr>
<td>10</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0667</td>
<td>.0333</td>
<td>.2333</td>
<td>.0667</td>
<td>.0667</td>
<td>.1667</td>
<td>.3667</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$P_{ij}$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.4787</td>
<td>.5106</td>
<td>.0106</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
</tr>
<tr>
<td>2</td>
<td>.0047</td>
<td>.8524</td>
<td>.1404</td>
<td>.0017</td>
<td>.0004</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0001</td>
<td>.0001</td>
</tr>
<tr>
<td>3</td>
<td>.0000</td>
<td>.1087</td>
<td>.8248</td>
<td>.0633</td>
<td>.0023</td>
<td>.0002</td>
<td>.0003</td>
<td>.0002</td>
<td>.0000</td>
<td>.0000</td>
</tr>
<tr>
<td>4</td>
<td>.0000</td>
<td>.0009</td>
<td>.2179</td>
<td>.7090</td>
<td>.0688</td>
<td>.0031</td>
<td>.0003</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
</tr>
<tr>
<td>5</td>
<td>.0000</td>
<td>.0000</td>
<td>.0061</td>
<td>.2670</td>
<td>.6323</td>
<td>.0850</td>
<td>.0097</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
</tr>
<tr>
<td>6</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0286</td>
<td>.3250</td>
<td>.5571</td>
<td>.0893</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
</tr>
<tr>
<td>7</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0098</td>
<td>.2941</td>
<td>.6078</td>
<td>.0784</td>
<td>.0098</td>
<td>.0000</td>
</tr>
<tr>
<td>8</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0204</td>
<td>.2653</td>
<td>.5714</td>
<td>.1224</td>
<td>.0204</td>
</tr>
<tr>
<td>9</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0909</td>
<td>.1818</td>
<td>.6364</td>
<td>.0000</td>
</tr>
<tr>
<td>10</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.1250</td>
<td>.0000</td>
<td>.1250</td>
<td>.2500</td>
<td>.5000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$P_{ij}$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.7547</td>
<td>.2421</td>
<td>.0011</td>
<td>.0000</td>
<td>.0011</td>
<td>.0011</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
</tr>
<tr>
<td>2</td>
<td>.0149</td>
<td>.9271</td>
<td>.0574</td>
<td>.0004</td>
<td>.0001</td>
<td>.0001</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
</tr>
<tr>
<td>3</td>
<td>.0000</td>
<td>.0888</td>
<td>.8679</td>
<td>.0431</td>
<td>.0001</td>
<td>.0001</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
</tr>
<tr>
<td>4</td>
<td>.0000</td>
<td>.0033</td>
<td>.1303</td>
<td>.8198</td>
<td>.0489</td>
<td>.0006</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
</tr>
<tr>
<td>5</td>
<td>.0000</td>
<td>.0012</td>
<td>.0012</td>
<td>.1673</td>
<td>.7651</td>
<td>.0652</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
</tr>
<tr>
<td>6</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0033</td>
<td>.1759</td>
<td>.7492</td>
<td>.0684</td>
<td>.0033</td>
<td>.0000</td>
<td>.0000</td>
</tr>
<tr>
<td>7</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0095</td>
<td>.1810</td>
<td>.7333</td>
<td>.0762</td>
<td>.0000</td>
<td>.0000</td>
</tr>
<tr>
<td>8</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0769</td>
<td>.2308</td>
<td>.6154</td>
<td>.0769</td>
</tr>
<tr>
<td>9</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
</tr>
<tr>
<td>10</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
</tr>
</tbody>
</table>
Figure 4.1: The discrete distribution of (a) the aggregated empirical headways based on the samples and (b) the steady-state headways obtained from the observed transition matrices.

Suppose the locations of the \((n - 1)\)th vehicle and \(n\)th vehicle at time \(t\) are denoted as \(x_{n-1}(t)\) and \(x_n(t)\), respectively. And the associate velocities are \(v_{n-1}(t)\) and \(v_n(t)\). The spacing is denoted as \(s_{n,n-1}(t) = x_{n-1}(t) - x_n(t)\). The headway is written as \(h_{n,n-1}(t) \approx s_{n,n-1}(t)/v_n(t)\).

In order to better depict the constraints of vehicle dynamics and human maneuvers, we divide the driving scenarios into four phases as shown in Figure 4.2. At each simulation time \(t\), the \(n\)th vehicle will determine which mode should be applied:

1) **Free driving mode**: when the spacing is larger than a pre-selected maximum threshold
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$s_{\text{free}}$, the vehicle is in free driving mode. It will try to reach and maintain the highest possible velocity $v_{\text{max}}$ as

$$v_n(t + \Delta t) = \min \{v_{\text{max}}, v_n(t) + a_{\text{max}}\Delta t\}$$  \hfill (4.3)$$

where $a_{\text{max}}$ is the maximum acceleration rate.

2) *Starting mode*: when the $n$th vehicle fully stops at time $t$ and the spacing $s_{n,n-1}(t)$ is larger than a pre-selected minimum threshold $s_{\text{start}}$, the vehicle will try to speed up as

$$\begin{cases} 
\Pr\{v_n(t + \Delta t) = a_{\text{max}}\Delta t\} = p_{\text{slow}} \\
\Pr\{v_n(t + \Delta t) = 0\} = 1 - p_{\text{slow}}
\end{cases}$$  \hfill (4.4)$$

This mode is introduced to mimic the slow-to-start property of human drivers\(^5\).

3) *Breaking mode*: If the spacing $s_{n,n-1}(t)$ is smaller than a pre-selected minimum threshold $s_{\text{break}}$, the vehicle will stop as

$$v_n(t + \Delta t) = 0$$  \hfill (4.5)$$

4) *Following mode*: when the spacing satisfies $s_{\text{stop}} < s_{n,n-1}(t) < s_{\text{free}}$ at time $t$, the $n$th vehicle is in following mode. We will apply the kernel Markov-headway car-following model as follows:

**Step 1.** Suppose at time $t$, headway $h_{n,n-1}(t)$ falls into state $i$ as $h_{n,n-1}(t) \in (H_i^-, H_i^+]$. Thus, at time $t + \Delta t$, the desired headway $\tilde{h}_{n,n-1}(t + \Delta t)$ is determined as

$$\Pr\{\tilde{h}_{n,n-1}(t + \Delta t) = h_{\text{random}}\} = P_{ij}, \; \forall i, j \in \mathbb{N}$$  \hfill (4.6)$$

where $h_{\text{random}}$ is a randomly generated number, which has a uniform distribution $h_{\text{random}} \sim \mathcal{U}(H_i^-, H_i^+]$.

The desired $n$th vehicle’s velocity is approximately formed as

$$\tilde{v}_n(t + \Delta t) \approx s_{n,n-1}(t)/\tilde{h}_{n,n-1}(t + \Delta t)$$  \hfill (4.7)$$

**Step 2.** A safe velocity lower bound $v_{n,\text{safe}}(t + \Delta t)$ at time $t$ is also calculated to guarantee collision free at time $t + \Delta t$ as

$$s_{n,n-1}(t) + \left( v_{n-1}(t) - \frac{v_n(t) + v_{n,\text{safe}}(t + \Delta t)}{2} \right) \Delta t \geq s_{\text{brake}}$$  \hfill (4.8)$$

In other words, we have

$$v_{n,\text{safe}}(t + \Delta t) = \max \left\{ 0, \frac{2(s_{n,n-1}(t) - s_{\text{brake}})}{\Delta} + v_{n-1}(t) + \Delta v_{n,n-1}(t) \right\}$$  \hfill (4.9)$$

where $\Delta v_{n,n-1}(t) = v_{n-1}(t) - v_n(t)$.

\(^5\)Another frequently mentioned driving feature, random deceleration, has been directly embedded in the proposed model as the Markov-type transitions from a smaller headway to a larger headway.
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Step 3. If \( \tilde{v}_n(t + \Delta t) > v_n(t) \), the final velocity at time \( t + \Delta t \) is chosen as

\[
v_n(t + \Delta t) = \min \{ \tilde{v}_n(t + \Delta t), v_n(t) + a_{max} \Delta t, v_{max}, v_{n, safe}(t + \Delta t) \} \tag{4.10}
\]

If \( \tilde{v}_n(t + \Delta t) \leq v_n(t) \), the final velocity at time \( t + \Delta t \) is chosen as

\[
v_n(t + \Delta t) = \min \{ \tilde{v}_n(t + \Delta t), \max \{ v_n(t) - b_{max} \Delta t, 0 \}, v_{n, safe}(t + \Delta t) \} \tag{4.11}
\]

where \( b_{max} \) is the maximum deceleration rate.

When the velocity is determined, the location, spacing and headway of the \( n \)th vehicle are updated as

\[
\begin{align*}
x_n(t + \Delta t) & \approx x_n(t) + [v_n(t) + v_n(t + \Delta t)] \Delta t / 2 \\
 s_{n,n-1}(t + \Delta t) & = x_{n-1}(t + \Delta t) - x_n(t + \Delta t) \\
 h_{n,n-1}(t + \Delta t) & \approx s_{n,n-1}(t) / v_n(t + \Delta t)
\end{align*}
\tag{4.12}
\]

Psychological explanations

As assumed in [65, 77, 234, 261, 258], drivers usually used time headway as a safety margin. When drivers were required to follow at a headway smaller than preferred, his anxiety would significantly increase, which could be measured as a reduction in heart rate variability.

In [234], it was argued that drivers attempted to maintain a constant level of anxiety when driving, which sometimes was interpreted as that drivers will keep a constant headway. But based on the statistics, it is better to say that drivers will maintain a constant headway when the velocity is high and a constant spacing when the velocity is low.

In other words, this human decision process can be taken as the subjective estimation of the probability of collision [258]. We can also adopt the explanation in [65], in which drivers would maintain a level of task difficulty. When the velocity is high, to keep a relatively constant headway is the dominant task; when the velocity is low, to reserve a certain spacing becomes more important.

As pointed out in many literatures [77, 65, 261], human drivers could not maintain a strictly constant anxiety (headway/spacing) due to several reasons (including physiological unsteadiness, perception errors, mechanical constraints of vehicles, etc.). But few action models discuss how to model the fluctuations of headway or spacings.

In this section, we argue that such deviations of the desired headways/spacings can be modeled by Markov processes. The abstraction of the continuous headway into several discrete states could be viewed as a conceptual usage of noticeable change in the psychological car-following models, where the boundaries of the states in Markov models can be taken as a kind of thresholds of visual perception.

The leading vehicle’s movement is often unpredictable (at least not fully predictable), the accelerating and braking action of the driver is therefore often overdue. As a result, drivers tend to take very careful acceleration when the spacing between the two vehicles is small and do not want to speed up at once after braking. From the viewpoint of Markov transition,
we observe higher probability to transfer to a state with larger headway or spacing, when the current state indicates a headway shorter than mean headway (preferred headway); and on the contrary lower probability to transfer to a state with smaller headway/spacing, when current headway is larger than preferred. The coincidences of the empirical distributions and the steady-state distributions gotten from the observed transition matrices are strong proofs for the Markov model argument.

4.2.3 Simulation Results

The above discussions answer Question 2. We will present some simulation results to show: a) the proposed model can generate the headway/spacing distributions as observed; b) it can fulfill other performance indices (e.g. low spacing and velocity tracking errors) that had been used to evaluate car-following models [7, 25, 35, 194, 198].

Distribution test of the Markov-headway model

To simulate headway distributions for highway traffic, a 10000 m cycling single-lane road system with 500 vehicles is constructed in the simulation test. The parameters are $v_{max} = 15$ m/s, $a_{max} = 3$ m/s$^2$, $b_{max} = 4.5$ m/s$^2$, $l = 3.5$ m, $s_{brake} = 5$ m, $s_{free} = 50$ m, $s_{start} = 10$ m, $p_{slow} = 0.4$.

To achieve better simulation results, we divide the headways into 20 possible states, i.e. 0 ∼ 0.5 s, 0.5 ∼ 1 s,..., 9.5 ∼ 10 s, with respect to three velocity ranges of 0 ∼ 5 m/s, 5 ∼ 10 m/s, and 10 ∼ 15 m/s. The corresponding transition matrices are still obtained from the NGSIM trajectory data directly.

Initially, the vehicles are supposed to be uniformly 20-meter apart from each other and the initial velocity is $v_0 = 10$ m/s. The velocity, headway, spacing of each vehicle are recorded during the 1200-second simulation. As pointed out in [227], we can observe free flow, congestion flow and the middle states in such a cycle road without bottlenecks. It is convenient to collect simulated headways in different traffic states.

Figure 4.3 shows the corresponding distributions of the simulated headways within different velocity ranges. This proves that the proposed model yields similar headway distributions as the observations.

Tracking performance test of the Markov-headway model

We also explore how this new model replicates the relative velocity and spacing between the leader and follower vehicles. In this test, only two successive vehicles are considered. The velocity and acceleration profile of the leader is ported from NGSIM dataset. Only the dynamics of the follower is simulated and compared with the values from NGSIM.

To avoid the influences of lane changing behaviors, only the trajectory data of the vehicles forming a fixed platoon (containing more than 3 consecutive vehicles all the way during
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Figure 4.3: The simulated headways and the fitted lognormal distributions.

observation) from NGSIM are retrieved and used. Figure 4.4 shows the trajectories of 5 groups of such vehicles.

Figure 4.5 shows some typical results of the relative velocity and spacing differences. It is clear that the outputs of the proposed model agree with the real ones. As suggested in [198], we check the following performance criteria:

a) The Root Mean Square Error (RMSE) metric on spacing

\[
RMSE = \sqrt{\frac{1}{MT} \sum_{m=1}^{M} \sum_{t=1}^{T} (d_s(t) - d_e(t))^2}
\]  

(4.13)

where \(d_s(t)\) is the simulated neat spacing at a certain time \(t\), \(d_e(t)\) is the field neat spacing at the same time, \(T\) represents the total observation times, \(M\) represents the number of examined trajectories.

b) The Error Metric (EM) on spacing

\[
EM = \sqrt{\frac{1}{MT} \sum_{m=1}^{M} \sum_{t=1}^{T} \left( \log \frac{d_s(t)}{d_e(t)} \right)^2}
\]  

(4.14)

where the error is weighted by the logarithm and squared to avoid overrating discrepancies for large distance.

In the simulation, \(T = 75\) s, and we can find totally \(M = 25\) vehicles satisfied our fixed platoon requirements. Table 4.2 shows that the obtained RMSE and EM values are generally equivalent to many other important car-following models [198]. This proves the effectiveness of this new model.  

\[6\] It should be pointed out that different trajectory data are used in this section and [198], which may influence the values of RMSE and EM, too.
Simulations also reveal that the aforementioned model yields relatively larger spacing errors when velocity is low (e.g. see the curves of empirical and simulated spacings from \( t = 30 \) s to \( t = 60 \) s in Figure 4.5c). This is mainly because the braking rule is an oversimplification here.

Thus, to achieve better simulation results, we shall develop a unified model which appropriately combines the Markov-headway mechanism (when driver is starting-up, approaching or unconsciously following) and the Markov-spacing mechanism (when driver is stopping or braking) simultaneously. However, there are few low-velocity spacing data in NGSIM dataset; thus we will not further discuss how to build such a model in this chapter.

<table>
<thead>
<tr>
<th>Platoon</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>10.77</td>
<td>8.50</td>
<td>8.68</td>
<td>7.13</td>
<td>9.21</td>
</tr>
<tr>
<td>EM</td>
<td>0.51</td>
<td>0.39</td>
<td>0.45</td>
<td>0.40</td>
<td>0.37</td>
</tr>
<tr>
<td>Observations</td>
<td>432</td>
<td>237</td>
<td>581</td>
<td>332</td>
<td>432</td>
</tr>
<tr>
<td>Vehicles</td>
<td>7</td>
<td>4</td>
<td>8</td>
<td>5</td>
<td>7</td>
</tr>
</tbody>
</table>

### 4.2.4 Discussions

- **Model calibration**

The parameters in the above Markov headway model are determined in two ways: a) the transition matrix \( P \) is directly estimated from the observed transition frequen-
Figure 4.5: Comparison of field data with the proposed stochastic car-following simulation.
cies; b) the other parameters (e.g. $v_{\text{max}}$) are carefully simplified from other empirical data. Simulations show that $P$ is the dominant factor governing the distributions of headways/spacings. We can approximately reproduce the desired headways/spacings when $P$ is correctly set, even if other parameters are not so accurate. We will not discuss how to calibrate other parameters, since this problem have received adequate discussions in many other papers [121, 192, 194, 195].

- **Simulation time interval/span**
  The simulation time interval $\Delta t$ is assumed to be 1 s. We believe it is an appropriate value to allow the possible actions of human drivers and meanwhile reduce the incremental errors when updating locations. We can also set other value of time interval, as long as $\Delta t$ is not so large. As follows, we need to re-estimate $P$, since we indeed calculate the observed transition frequencies in one second. We also need to reset the other time-dependent model parameters, such as $a_{\text{max}}$ and $b_{\text{max}}$.

- **Reaction time/delay**
  Reaction time is a characteristic of human drivers in vehicle manipulation. How to model and calibrate reaction time is an important problem in car-following model [121, 167, 192]. In the proposed model, the reaction delay is implicitly embedded in a stochastic manner: the following drivers has a non-zero probability to maintain the current velocity even when the velocity of the leading vehicle has been changed. We can also take it as a randomly distributed reaction delay in the proposed model. Moreover, we combine the uncertainness and the time delay into the randomness of headway variations. This is a trick that is frequently used in CA models of road traffic [103, 155, 168].

In short, we establish a new car-following model to fulfill the following considerations: a) it yields the steady-state headway/spacing distributions as those are observed in practice. Moreover, it is a microscopic simulation model so that it can simulate transient-state statistics of road traffic, too; b) it provides a unified model to simulate different driving scenarios, including highway traffic and urban street traffic; c) it is in accordance with our daily driving experiences. The stochastics explicitly embedded in this model could be reasonably explained as the outcome of the unconscious and also inaccurate perceptions of space and/or time interval that people have. Thus, this model is an extension of the famous psychological car-following model (action point model); d) it is a fast simulation model for surrogate testing.

Constrained by the length of this section, the following issues are not emphasized: a) in real traffic, different kinds of drivers (e.g. aggressive vs. passive, young vs. old, skilled vs. green-hand, rigorous vs. fatigued) are running different kinds of vehicles (e.g. cars vs. trucks, buses) on the same road and thus the traffic flow is heterogeneous. Field testing data have proved that various headways and spacings can be observed among different traffic participators. To deal with this problem, we’d better estimate and assign distinct transition
matrices for each kind of traffic participators. This naturally improves the transferability of the proposed models; b) the traffic control measures and visibility condition [30] should also be considered when collecting headways/spacings in practice. As discussed in [178], even a speed sign can notably alter the value of mean headway. Therefore, the impact of such environmental factors should be carefully handled in elaborate traffic simulation and planning; c) the proposed model can also reproduce many complex phenomena of highway traffic flows, including wide moving jam, pinned localized cluster, stop and go waves, and oscillated congested traffic; d) the lane changing/merging behaviors are not discussed in this section. But the above models provide a basis to further incorporate the well-known stochastic gap acceptance model [43, 53, 169].

4.3 Asymmetric Stochastic Tau Theory in Car-Following

The statistics of time headway have gained a lot of attention in the field of transportation engineering for its significant impacts on traffic signal timing [239], traffic flow physics and behavioral studies. It is often viewed as a reflection of the implicit forces that govern human’s driving (see [25, 26, 211, 261]).

In recent years, a number of experiments have been conducted in an effort to examine headway adjustment behavior in car-following [9, 38, 232]. The results indicate that drivers tend to maintain a generally consistent headway while within a single specific driving scenario. However, it is impossible for a driver to maintain a fixed headway, because of the unpredictability of leading vehicle movements and the inaccuracy of human perceptions, which lead to errors in decision making and action. Drivers have to constantly adjust their behavior in an attempt to maintain their preferred headway. This process, which depends on the physiological response of the driver, yields a lognormal type headway distribution (or more generally, a $\Gamma$ distribution) within each preselected velocity range [38, 40, 109].

Since the early 1950s, many models have been proposed in order to explain headway distribution patterns (e.g. [1, 38, 109, 132, 153, 191, 239, 250, 265]). In most of these stochastic models, the proposed visual forces that control vehicle movements are difficult to interpret in our daily driving experiences. Thus, a question is naturally raised as:

**Question 3. Is there any driver-centric factors behind such lognormal distributions?**

By further examining empirical headway distributions, we recently realized that this phenomenon can be physiologically explained by extending the Tau Theory on perception and action.

The Tau theory originates from the study of optical variable Tau ($\tau$), which is defined as the projected angular size $\theta$ of an object divided by the relative change rate $d\theta(t)/dt$. In other words, it describes the change of the incoming object’s image on the retina [142, 143], i.e. $\tau = \theta(t)/\theta'(t)$. Tau ($\tau$) is often regarded as an invariant. It is veridical and independent of other variables, such as the distance and velocity of the incoming object [265].
In this section, we study the ratio $T$ between the change in headway in the next time interval and the current headway. Although different values of $T$ can be observed in each iteration of headway adjustment process due to the randomness of human behavior, we found that the values can generally be represented as $T^-$ and $T^+$ for acceleration and deceleration cases, respectively. It is also widely accepted that the coexistence of $T^-$ and $T^+$ is caused by asymmetric driving behaviors [68, 75, 266, 267].

The above findings indicate that microscopic driving behaviors influence macroscopic traffic flow dynamics in a latent and stochastic way. More importantly, we can identify intrinsic common physiological characteristics of driving behavior via the extrinsic measurements (e.g. headways).

### 4.3.1 Asymmetric Stochastic Extension of the Tau Theory

There are several measures of driving behavior characteristics. For example, Time-To-Collision (TTC) is a frequently mentioned one. It is defined as the time at which two vehicles would collide if both vehicles maintained their independent speeds and trajectories [25, 26]. That is, TTC is the ratio of the relative space gap divided by the relative speed $\Delta v$ (a positive value represents a higher following vehicle speed).

Similarly but differently, Tau theory studies headway instead of TTC. The relationship between TTC and headway is $TTC = \Delta x/\Delta v = (hv - l)/\Delta v$ if $\Delta v > 0$, where $\Delta x$ is the following gap, $v$ is the following velocity, $l$ is the vehicle length.

Similarly but differently, Tau theory studies time headway $h$ instead of TTC. The original Tau Theory, which was developed by Lee [142], stated that drivers usually focused on visual information, such as time-to-collision, instead of other types of information, such as space gap, speed, or ac/deceleration. More recently, Frost [76] showed that all purposeful actions entailed controlling $T$, which was the time-to-collision between the current position and the expected post-adjustment positions. Lee [143] pointed out it was possible to build various $T$ models depending on how the movements and states were defined.

From a neurophysiology perspective (see [74, 76, 218, 230]), time headway change caused by driver actions is controlled by a parameter $T$ as

$$T \triangleq \frac{h(t)}{\Delta h(t)/T} = \frac{h(t)T}{h(t + T) - h(t)} \quad (4.15)$$

where $h(t)$ is the time headway at time $t$ and $\Delta h(t) = h(t + T) - h(t)$ is the change of $h(t)$ within a defined time interval $T$, which is the time interval between two consecutive driver reactions.

If $T$ is a constant, Eq. (4.15) indicates that the intensity of headway magnitude is proportional to headway change in $T$. Based on the famous Weber-Fechner Law\(^7\), Eq. (4.15)

---

\(^7\)Weber, E. H. is one of the earliest researchers who quantitatively studied the relationship between the magnitude of stimuli and the perceived intensity of the stimuli. Then, Fechner, G. T. gave a math form of Weber’s findings, which we now call the Weber-Fechner Law [61].
can also be explained as a linear function between visual stimulus (headway) and driver response (headway change) within a certain time interval $T$. This is in accordance with previous assumptions from psychophysical car-following models [23, 24, 177]. The difference is that previous psychophysical models aim to directly depict the visual angle subtended by the leading vehicle; while Eq. (4.15) attempts to incorporate perceptual reactions into headway change and provide an indirect measure for human visual control. However, we cannot directly fit Tau-theory model Eq. (4.15) with empirical observations. As discussed by Michaels [177] and Boer [23], the perceptions and actions of human drivers are generally limited and inaccurate. In other words, $T$ should not be a constant in the real world.

The randomness explicitly embedded in the evolution of headway can be explained as the unconscious and inaccurate perceptions of time interval and space that humans perform. If a driver is observed for a long enough time period, we can characterize the driver’s car-following behaviors by examining the statistical features of this stochastic process. An advantage of this approach is that the steady-state distribution of this stochastic process can be directly calculated, and compared with empirical headway distributions as a way to validate the model. To model the randomness in driving behaviors, a special stochastic process was proposed in [109, 153] as follows:

$$\frac{h(t + T)}{h(t)} = \begin{cases} \beta \Rightarrow p \\ \frac{1}{\beta} \Rightarrow 1 - p \end{cases} (4.16)$$

where $\beta \in (0, 1)$ is the scaling coefficient and $p \in (0, 0.5]$ denotes the tendency for the driver to reach a larger headway than preferred at time $t + T$. Specifically, only the situation is considered in [109, 153]. Analogously, $1 - p$ is the tendency to reach a smaller headway than preferred at time $t + T$. As such, Eq. (4.16) can be viewed as a modified Tau Theory model, which can be rewritten as

$$\frac{\Delta h(t)}{h(t)} = \begin{cases} T/T^- = \beta - 1 \Rightarrow p \\ T/T^+ = 1/\beta - 1 \Rightarrow 1 - p \end{cases} (4.17)$$

or equivalently

$$T = \frac{h(t)}{\Delta h(t)/T} = \begin{cases} T^- < 0 \text{ if } h(t + T) < h(t), \text{ with prob. } p \\ T^+ > 0 \text{ if } h(t + T) > h(t), \text{ with prob. } 1 - p \end{cases} (4.18)$$

where $T^-$ and $T^+$ are the Tau factors, given that $(T/T^- + 1)(T/T^+ + 1) = 1$.

Eq. (4.18) extends the original Tau Theory model of Eq. (4.15) in two ways:

- **Asymmetric behaviors**: a driver’s behavior varies according to whether he/she is accelerating or decelerating. During acceleration, a driver will be more cautious and make smaller changes in headway. On the contrary, during deceleration, he/she will be less sensitive to the headway change. This asymmetry in vehicle acceleration and deceleration has been observed by many researchers (see [68, 75]). There are different
ways to consider such asymmetry in car-following models. For example, Forbes [75] explained this asymmetry as a difference in driver response time, which is slower during acceleration than deceleration. However, we consider more than just driver response time when addressing the asymmetric property of $T$. Eq. (4.18) does not indicate whether the Tau factors $T^-$ and $T^+$ are constant or velocity-dependent. This will be determined using field data in a later section.

• Stochastic behaviors: as reported in many literatures (e.g. [9, 25, 38, 232]), drivers try to maintain a constant headway; but in reality, drivers maintain a stochastic headway that fluctuates around an expected value. In order to model this uncertainty, the probability $p$ is introduced to characterize the tendency of reaching headway $h(t+T)$, which is smaller than the current headway $h(t)$. The first part of Eq. (4.16) asserts that, on average, drivers have a tendency/probability $p$ to reach a smaller headway than preferred. It should be pointed out that Eq. (4.16) does not assert that drivers will adjust headway exactly as $\Delta h(t) = h(t)T/T^-$ or $\Delta h(t) = h(t)T/T^+$ for each $t$. However, if the statistical mean of $\Delta h(t)$ is calculated over a relatively long period, the adjustment behavior will lead to a headway change of $\Delta h(t) = h(t)T/T^-$. Similarly, we can interpret the second part of Eq. (4.16) as the tendency to reach a larger headway than preferred. In this case, the headway change can be expressed as $\Delta h(t) = h(t)T/T^+$.

As proven in numerous literature [109, 153, 158], a stochastic process, such as Eq. (4.16), would generate velocity-dependent lognormal headway distributions in simulations. However, differing from the previous physical analysis [109, 153], the extended Tau Theory is a more penetrative and intrinsic explanation, because it is built on the assumption: the limits of drivers’ perceptions and actions will allow a certain $T$-type proportional law between the headway and its increment [143]. Eq. (4.16) has not been previously validated by empirical flow data [153]. To verify Eq. (4.16), we need to prove two assertions for $h(t) \rightarrow h(t+T)$:

• Drivers have a relatively constant tendency $p$ to reach a smaller headway than preferred at different velocities; If this is true, then

• Drivers have relatively constant $T^-$ and $T^+$ at different velocities and they satisfy that $T^* = (T/T^- + 1)(T/T^+ + 1) = 1$.

Or equivalently,

**Proposition 2.** In the sense of statistics, drivers tend to decrease expected headway with a relatively steady probability $p$ under different velocities, in order to keep stationary $T^-$ and $T^+$, satisfying $T^* = (T/T^- + 1)(T/T^+ + 1) = 1$.

Notice that $h(t)$ is a continuous value. In order to accurately verify Eq. (4.15), it is necessary to estimate a transition kernel of the proposed stochastic process [111]. However,
this can be quite complicated and time consuming. In addition, we may not have enough data to obtain acceptable results.

In this section, we use the aggregation method to estimate the statistics in Proposition 2. More precisely, these observed triples \((v_i(t), h_i(t), h_i(t + T))\) will be first divided into several distinct groups according to \(v_i(t)\). Within each velocity group, the observed triples will be further divided into distinct subsets based on \(\Delta h_i(t) = h_i(t + T) - h_i(t)\), where \(i\) denotes the sampling index. Finally, we examine the transition frequency among these subsets for each velocity group.

The headway adjustment time may be variable but we cannot determine the exact adjustment time for each driver. So, we choose several discrete values of sampling time interval \(T\) to check its effects on the distributions of Tau values. Besides, we also need to further consider two dominant factors that may influence the estimation and validation of the extended Tau theory model: headway division strategies \((N\), i.e. headway domain is uniformly divided into \(N\) groups in order to specify headway change) and velocity change threshold \((\epsilon)\).

To find appropriate values for these factors, we choose the best parameter set from the following alternatives, i.e. \(T = 0.5, 1.0, 2.0, 5.0\ s, N = 5, 6, ..., 15\), and \(\epsilon = 0.25, 0.5, 1.0, 2.0\ \text{m/s}\). Though we can neither enumerate all the possible values of these factors nor analytically derive their optimal solutions, we believe that the empirical analysis would reveal the variation trend of the statistical results of \(p\) and \(T^*\).

To select the best values from the empirical alternatives, we propose two criteria:

1) **Mean criterion**: we compare the \(F\) statistic and \(p\)-value based on the analysis of variance (ANOVA) for each value of the aforementioned influencing factors. The smaller \(F\) statistic and the corresponding larger \(p\)-value (e.g. close to 1.00) indicate the hypothesis that the means of several populations are equal.

2) **Variance criterion**: we further compare the statistical features of \(p\) and \(T^*\) by using box-and-whisker diagram through five statistics, i.e. the lower quartile (25th percentile, \(Q_1\)), median (\(Q_2\)), upper quartile (75th percentile, \(Q_3\)), the smallest and largest observations within the interquartile ranges (i.e. \(1.5 \times |Q_1 - Q_3|\)). A smaller statistical range \(p\) and \(T^*\) for each value of influencing factors indicates a better concentration and thus a better parameter set.

### 4.3.2 Testing Results

**Data preparation**

To test Proposition 2 by using the NGSIM dataset [190]. A total number of 6101 vehicles passed this road segment. In order to obtain nearly independent measurements, we set 12 virtual detectors every 50 m as stationary detectors, too, because extracting samples from the full trajectory information will lead to a high correlation among the data. Since the NGSIM dataset only monitors a 640-meter freeway segment, we could not collect enough headway adjustment data on individual drivers from the available trajectory dataset. In this
Table 4.3: Headway adjustment data extracted from NGSIM Highway 101 dataset.

<table>
<thead>
<tr>
<th>$T$</th>
<th>Data filtering</th>
<th>Sample size</th>
<th>Headway decrease</th>
<th>Headway increase</th>
<th>Percentage of headway adjustment</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5 s</td>
<td>Step 1&amp;2</td>
<td>16206</td>
<td>2252</td>
<td>2148</td>
<td>27%</td>
</tr>
<tr>
<td></td>
<td>Step 3</td>
<td>13827</td>
<td>1890</td>
<td>1789</td>
<td>27%</td>
</tr>
<tr>
<td>1.0 s</td>
<td>Step 1&amp;2</td>
<td>56481</td>
<td>10444</td>
<td>10154</td>
<td>36%</td>
</tr>
<tr>
<td></td>
<td>Step 3</td>
<td>42199</td>
<td>7614</td>
<td>7207</td>
<td>35%</td>
</tr>
<tr>
<td>2.0 s</td>
<td>Step 1&amp;2</td>
<td>15998</td>
<td>3647</td>
<td>4031</td>
<td>48%</td>
</tr>
<tr>
<td></td>
<td>Step 3</td>
<td>8465</td>
<td>1941</td>
<td>1930</td>
<td>46%</td>
</tr>
<tr>
<td>5.0 s</td>
<td>Step 1&amp;2</td>
<td>15675</td>
<td>4737</td>
<td>5206</td>
<td>63%</td>
</tr>
<tr>
<td></td>
<td>Step 3</td>
<td>4566</td>
<td>1507</td>
<td>1270</td>
<td>61%</td>
</tr>
</tbody>
</table>

section, we examined the headway adjustment processes of the aggregate driver population. As such, the following statistics reflect the common characteristics of the aggregate driver population. This is also in accordance with the headway distribution measurements collected for the driver population, instead of individuals.

In this section, we conduct a three-step data filtering procedures for the NGSIM Highway 101 dataset:

**Step 1.** All data associated with lane changing maneuvers were discarded. The velocity and headway for each vehicle were recorded as the vehicle passed each virtual detector and at four later discrete points in time (i.e. 0.5 s, 1.0 s, 2.0 s, 5.0 s).

**Step 2.** We filter out the samples whose headways are larger than 10 s and spacings are larger than 50 m to retain car-following states. Data that showed velocities lower than 3 m/s were also filtered out to avoid error caused by vehicles that were fully stopped or travelling in a stop-and-go flow. When spacings is larger than 50 m, the vehicle will be running in free flow and drivers will pursuit maximum velocity instead of safe headways.

**Step 3.** We use velocity of the following vehicle and velocity change of the leading vehicle to further filter the data. Those samples in which the leading vehicle velocity changes are larger than the threshold $\varepsilon$ will also be discarded.

Table 4.3 shows the filtered samples of NGSIM Highway 101 dataset with the parameters $N = 10$ and $\varepsilon = 1.0$ m/s as an example. After the three-step procedures of data filtering, we believe finally remaining samples reflect representative normal car-following behaviors.

Headway measurements are organized into 12 groups based on the recorded velocity, which ranges from 3 m/s to 15 m/s. Each 1 m/s increase in velocity is considered as an individual velocity range group (i.e. 3 m/s to 3.99 m/s; 4 m/s to 4.99 m/s). Later, the headway is further divided into separate categories using a series of discrete values from 5 to 15. Let

$$S_k \triangleq \{(v_j(t), h_j(t), h_j(t + T)) : j = 1, ..., J_k\}, \quad k = 1, 2, ..., 12$$

(4.19)

where $S_k$ is the $k$th set of triples, $J_k$ is the number of records in the $k$th group.
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Figure 4.6a shows the smoothed empirical joint probability density function of 56481 filtered velocity-headway pairs from the NGSIM dataset. The obtained spacing data are unbiased because the measurement errors of space traveled is negligible. A more detailed discussion on the analysis of measurement errors, acceleration, headway and spacing during data processing and vehicle trajectory reconstruction can be found in [210]. The measurement errors of velocities and corresponding headways will not affect our analysis significantly as a result of the previously described filtering efforts.

Figure 4.6b shows the empirical headway distributions within each velocity range and their extreme values and centroids. It indicates that the mean values of headways decrease with the velocities and finally reach the saturation headway with respect to the high velocities. Kolmogorov-Smirnov (K-S) hypothesis test results show that all headway distributions follow a family of lognormal distributions.

Suppose that within the $k$th velocity group, the collected headway $h_i(t)$ follows a lognormal type velocity-dependent distribution $\Gamma^k$, i.e.

\[
h_i(t) \sim \text{Log-}\mathcal{N}(\mu_k, \sigma_k^2), \quad v_i(t) \in S_k
\]

where $\mu_k$ is the location parameter and $\sigma_k$ is the scale parameter of lognormal distributions.

The PDF of $h_i(t)$ can be written as

\[
f(h_i(t)) = \frac{1}{\sqrt{2\pi} \sigma_k h_i(t)} \exp \left\{ -\frac{(\log h_i(t) - \mu_k)^2}{2\sigma_k^2} \right\}, \quad h_i(t) > 0, \quad v_i(t) \in S_k
\]

Figure 4.6: Statistical results of empirical headway and velocity data. (a) Joint probability distributions of headway-velocity $(h_i, v_i)$; (b) extreme values and centroids of marginal PDFs.
The CDF of $h_i(t)$ can be written as

$$\Gamma^k = \Phi \left( \frac{\log h_i(t) - \mu_k}{\sigma_k} \right), \quad v_i(t) \in S_k$$

(4.22)

where $\Phi$ is the standard normal distribution function.

The $\alpha/2$ quantile of the lognormal distribution can be calculated by the inverse CDF of $h_i(t)$ as follows

$$\Gamma^{-k}_{\alpha/2} = \exp[\sigma_k \Phi^{-1}(\alpha/2) + \mu_k], \quad v_i(t) \in S_k$$

(4.23)

where $\Gamma^{-k}_{\alpha/2}$ is the $\alpha/2$ quantile of $\Gamma^k$ with respect to the $k$th velocity range, $\Phi^{-1}$ is the inverse function of standard normal distribution.

To discard abnormal patterns, we only focused on the headways within a confidence interval at the significance level of $\alpha$ as $[\Gamma^{-k}_{\alpha/2}, \Gamma^{-k}_{1-\alpha/2}]$, where $\Gamma^{-k}_{\alpha/2}$ and $\Gamma^{-k}_{1-\alpha/2}$ denote the inverse function of the CDF at $\alpha/2$ and $1-\alpha/2$, respectively.

We estimated the parameters of lognormal distributions for each velocity range based on the filtered NGSIM trajectory data. Figure 4.7 shows the mean $\hat{\mu}_k$ and standard deviation $\hat{\sigma}_k$ of the headways’ natural logarithm. From this, we determined the confidence intervals of headway $[\Gamma^{-k}_{\alpha/2}, \Gamma^{-k}_{1-\alpha/2}]$ at the significance level of $\alpha = 0.05$. The mean headway values indicate that the lower and upper bounds of headway decrease monotonically as velocity increases, which is in accordance with Figure 4.6b.

**Tau value estimation algorithm**

We discretize $[\Gamma^{-k}_{\alpha/2}, \Gamma^{-k}_{1-\alpha/2}]$ into $N$ subsets uniformly, each of which occupies a headway range of $[\Gamma^{-k}_{1-\alpha/2} - \Gamma^{-k}_{\alpha/2}]$/$N$. We will only study the effective headway adjustment behaviors
where \( h_j(t) \) belongs to the \( m \)th subset and \( h_j(t + T) \) belongs to a different \( n \)th subset. This method filters out data that were collected during periods of zero action, allowing us to isolate and focus on headway adjustment data. Furthermore, we screened out data from headway changes caused by the ac/deceleration of leading vehicles. That is, \((v_j(t), h_j(t), h_j(t + T))\) is a valid sample, if and only if the velocity change of the leading vehicle is less than the threshold of \( \epsilon \), i.e. \( |v_{j-1}(t + T) - v_{j-1}(t)| \leq \epsilon \). We will discuss different velocity change thresholds (i.e. \( \epsilon = 0.25 \) m/s for \( T = 0.5 \) s; \( \epsilon = 0.5 \) m/s for \( T = 1.0 \) s; \( \epsilon = 1.0 \) m/s for \( T = 2.0 \) s and \( T = 5.0 \) s). As a result, \( S_k \) will be divided into four groups:

- if \( h_j(t) \) and \( h_j(t + T) \) are part of the same subset, the triple \((v_j(t), h_j(t), h_j(t + T))\) is categorized as part of \( S_k^* \), which is the group that did not show significant adjustment behaviors;
- if \( h_j(t) \rightarrow h_j(t + T) \) is an effective headway adjustment, and \( h_j(t) > h_j(t + T) \), the triple is categorized as part of \( S_k^- \), which is the group that accelerated during headway adjustment;
- if \( h_j(t) < h_j(t + T) \), the triple is categorized into the \( S_k^+ \) group;
- if \( v_{j-1}(t) \rightarrow v_{j-1}(t + T) \) is not an effective headway adjustment, the triple is categorized as part of the \( S_k^\Delta \) group, where velocity change of the leading vehicle is larger than \( \epsilon \).

Then, \( S_k^* \cup S_k^- \cup S_k^+ \cup S_k^\Delta = S_k \), and \( S_k^* \cap S_k^- \cap S_k^+ \cap S_k^\Delta = \emptyset \). The numbers of triples within each subset are denoted as \( J_k^*, J_k^-, J_k^+, J_k^\Delta \), satisfying \( J_k^* + J_k^- + J_k^+ + J_k^\Delta = J_k \), \( \forall k \). Thus, \( \hat{T}_k \) and \( \hat{p}_k \) are calculated as

\[
\hat{T}_k^\pm = \frac{1}{J_k^\pm} \sum_{j=1}^{J_k^\pm} \frac{h_j(t)T}{h_j(t + T) - h_j(t)} \quad (4.24)
\]

\[
\hat{p}_k = \frac{J_k^-}{J_k^- + J_k^+} \quad (4.25)
\]

where \( \hat{T}_k^- \) and \( \hat{T}_k^+ \) are the Tau factors for the \( k \)th velocity range, \( \hat{p}_k \) is probability estimate for the \( k \)th velocity range.

**The influence of sampling time interval**

Choosing an appropriate sampling time interval is a difficult problem. Generally, the chosen \( T \) needs to be long enough to allow the driver to react. Therefore, it cannot be less than \( 0.5 \) s. A smaller sampling time interval will result in the inability to smooth out the measurement noise generated by vision-based vehicle trajectory retrieval, which may lead to incorrect conclusions. On the other hand, headway adjustment actions can be viewed as a series of temporally discrete ac/decelerations, where the driver rapidly makes one decision/action after another. If the sampling time interval is larger than \( 5.0 \) s, we may be unable to capture...
many of the driver’s actions. We compare four sampling time intervals: 0.5 s, 1.0 s, 2.0 s and 5.0 s based on the mean criterion and variance criterion. Figure 4.8 compares the variations of \((T/\hat{T}_k^- + 1)(T/\hat{T}_k^+ + 1)\) and \(\hat{p}_k\), \(k = 1, 2, \ldots, 12\), with respect to the subset number, \(N\) \((N = 5, 6, \ldots, 15)\), and the sampling time interval \(T\) \((T = 0.5\ s,\ 1.0\ s,\ 2.0\ s,\ 5.0\ s)\).

To further explain these results, we incorporated the ANOVA to determine whether or not the mean Tau values are equal for different headway groups (each value of \(N\) represents one division strategy). The \(p\)-value results from ANOVA depend on the assumption of independent and normal distributions with constant variances. More specifically, one-way/single-factor ANOVA is used to test the statistical significance by comparing the F test statistic. In ANOVA, large differences between the central lines of the boxes correspond to a small \(p\)-value derived from the large values of the F statistic. In addition, a small \(p\)-value usually indicates significant differences between column means. When there are only two means to compare, the \(t\)-test and the ANOVA \(F\)-test are equivalent; the relation between ANOVA and \(t\)-test is given by \(F = t^2\).

As shown in Figure 4.8, the means of \((T/\hat{T}_k^- + 1)(T/\hat{T}_k^+ + 1)\) indicate significant differences among some of the means in the \(N\) division strategies under \(T = 0.5\ s\). This is because the probability of the observed \(F\) being larger than the \(F\) statistic is relatively small at 0.40.

The \(p\)-values are close to 1.00 for all \(N\) division strategies at \(T = 1.0\ s\), \(T = 2.0\ s\) and \(T = 5.0\ s\). This indicates that the means of \((T/\hat{T}_k^- + 1)(T/\hat{T}_k^+ + 1)\) for each group are equal. Since we do not know the exact distributions or a priori knowledge of \(\hat{T}_k^-\), \(\hat{T}_k^+\) and \(\hat{p}_k\), it is difficult to accurately conduct the hypothesis test to compare \((T/\hat{T}_k^- + 1)(T/\hat{T}_k^+ + 1)\) and 1.0, \(\hat{p}_k\) and 0.5, respectively. Therefore, we will focus on the empirical statistical properties based on the field data.

It is interesting to note that the variation range of \((T/\hat{T}_k^- + 1)(T/\hat{T}_k^+ + 1)\) stays within \((1.0, 1.1)\) when \(T \leq 1.0\ s\); but significantly increases with \(T\) when \(T \geq 2.0\ s\). This may be caused by the omission of driver actions due to large \(T\) values. In short, based on the statistics of \((T/\hat{T}_k^- + 1)(T/\hat{T}_k^+ + 1)\) and \(\hat{p}_k\), \(T = 1.0\ s\) is the best sampling time interval. In addition, \(\hat{p}_k\) for all \(N\) can be generally viewed as the same at \(T = 0.5\ s, T = 1.0\ s, T = 2.0\ s\) and \(T = 5.0\ s\). This is because the \(p\)-values for all four cases are all close to 1.0. From the statistics in Figure 4.8, the box-and-whisker diagram graphically depicts the lower quartile, median, and upper quartile. We find that when \(T = 1.0\ s\), the ranges between the upper and lower quartiles for both \((T/\hat{T}_k^- + 1)(T/\hat{T}_k^+ + 1)\) and \(\hat{p}_k\) are the lowest. This empirical observation validates the chosen \(T = 1.0\ s\) is more reasonable sampling time interval for an asymmetrical behavioral analysis.

**The influence of division strategies**

Whether the division strategies \((N)\) for headway change affect our tests on the Tau values also requires careful examination. For example, Table 4.4 shows the variations of the average probability for reaching a smaller headway \(\bar{p}\) and the average asserting index \((T/\hat{T}^- + 1)(T/\hat{T}^+ + 1)\) weighted by the number of samples, with respect to different \(N\) values (from 5 to 15). The sampling time interval is chosen as \(T = 1.0\ s\).
Figure 4.8: Variation of the two behavioral statistics $T_k^*$ and $\hat{p}_k$.
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Table 4.4: The estimated parameters with respect to \( N, T = 1.0 \) s, \((\sum_k J_k = 56436.0)\)

<table>
<thead>
<tr>
<th>(N)</th>
<th>(\sum_k J_k^-)</th>
<th>(\sum_k J_k^+)</th>
<th>(\frac{\sum_k (J_k^- + J_k^+)}{\sum_k (J_k^- - J_k^+)})</th>
<th>(\bar{T^*})</th>
<th>(\bar{p})</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>3859</td>
<td>3723</td>
<td>17.97%</td>
<td>1.03</td>
<td>0.51</td>
</tr>
<tr>
<td>6</td>
<td>4590</td>
<td>4484</td>
<td>21.50%</td>
<td>1.03</td>
<td>0.51</td>
</tr>
<tr>
<td>7</td>
<td>5401</td>
<td>5239</td>
<td>25.21%</td>
<td>1.03</td>
<td>0.51</td>
</tr>
<tr>
<td>8</td>
<td>6268</td>
<td>6010</td>
<td>29.10%</td>
<td>1.02</td>
<td>0.51</td>
</tr>
<tr>
<td>9</td>
<td>7025</td>
<td>6722</td>
<td>32.58%</td>
<td>1.02</td>
<td>0.51</td>
</tr>
<tr>
<td>10</td>
<td>7614</td>
<td>7207</td>
<td>35.12%</td>
<td>1.02</td>
<td>0.51</td>
</tr>
<tr>
<td>11</td>
<td>8226</td>
<td>7822</td>
<td>38.03%</td>
<td>1.02</td>
<td>0.51</td>
</tr>
<tr>
<td>12</td>
<td>8842</td>
<td>8367</td>
<td>40.78%</td>
<td>1.02</td>
<td>0.51</td>
</tr>
<tr>
<td>13</td>
<td>9260</td>
<td>8912</td>
<td>43.06%</td>
<td>1.02</td>
<td>0.51</td>
</tr>
<tr>
<td>14</td>
<td>9984</td>
<td>9476</td>
<td>46.11%</td>
<td>1.02</td>
<td>0.51</td>
</tr>
<tr>
<td>15</td>
<td>10379</td>
<td>9886</td>
<td>48.02%</td>
<td>1.02</td>
<td>0.51</td>
</tr>
</tbody>
</table>

\[
\bar{p} = \frac{\sum_k [(J_k^- + J_k^+)^\hat{p}_k]}{\sum_k (J_k^- + J_k^+)}
\]  
\[
\bar{T^*} = \frac{\sum_k [(J_k^- + J_k^+)](T/\hat{T}_k^- + 1)(T/\hat{T}_k^+ + 1)}{\sum_k (J_k^- + J_k^+)}
\]

where \(\bar{p}\) is the average probability of headway decline, \(\bar{T^*}\) is the weighted average of \(T^*\) statistics. Results indicate that \(\bar{p}\) maintains a relatively constant 0.51, and \(\bar{T^*}\) is around 1 for all the headway division strategies.

Figure 4.9 presents the distributions of \(\bar{T^*}\) and \(\bar{p}\) with respect to both the number \(N\) of headway division groups and the sampling time interval \(T\) under the same velocity change threshold of \(\epsilon = 1.0\) m/s. The obtained \(p\)-values are approximately 0.00, strongly indicating that the means of \(\bar{T^*}\) and \(\bar{p}\) at different time sampling intervals are not the same. It is worthwhile to point out that the different means, with respect to various \(T\), are significantly different. This is consistent with the results shown in Figure 4.9, where we concluded the same means for \((T/\hat{T}_k^- + 1)(T/\hat{T}_k^+ + 1)\) and \(\hat{p}_k\), in terms of different headway division strategies \(N (5, 6, \ldots, 15)\) at each \(T\). The comparison indicates that the headway division strategies have no significant influences on the statistical tests; while the sampling time intervals will significantly impact statistical tests.

The influence of velocity change threshold

As mentioned in the third step of the data filtering, whether the velocity change threshold of the leading vehicle affect our tests on the Tau values is worthy for investigations. In the above discussions, the velocity change threshold is set \(\epsilon = 1.0\) m/s, below which changes in velocity of the leading vehicle are minor.
If we estimate the approximate acceleration and deceleration rates for each sampling time interval $T$, e.g. the leading vehicle could brake up to $-\epsilon/T = -0.2 \text{ m/s}^2$ (for $T = 5.0 \text{ s}$) and $-\epsilon/T = -0.5 \text{ m/s}^2$ (for $T = 2.0 \text{ s}$), these minimal decelerations rates within one sampling time interval would be reasonable for the aforementioned assumption of the stable leading vehicle. However, the deceleration rates will be $-\epsilon/T = -1.0 \text{ m/s}^2$ (for $T = 1.0 \text{ s}$) and $-\epsilon/T = -2.0 \text{ m/s}^2$ (for $T = 0.5 \text{ s}$), they may infer to solid braking maneuvers and therefore the car-following behaviors are not stable.

In order to solve this problem, we discuss a minimal deceleration rate of $-\epsilon/T = -0.5 \text{ m/s}^2$ (or maximal acceleration rate of $-\epsilon/T = 0.5 \text{ m/s}^2$) for the leading vehicle in this subsection. We only choose smaller velocity change thresholds for $T = 0.5 \text{ s}$ and $T = 1.0 \text{ s}$, i.e. $\epsilon = 0.25 \text{ m/s}$ and $\epsilon = 0.5 \text{ m/s}$, respectively. We filter the samples in steady car-following states because the acceptable velocity change thresholds become smaller. Recall Table 4.3, for $T = 0.5 \text{ s}$, the sample size reduces from 13827 to 7503 (46% reduction); for $T = 1.0 \text{ s}$, the sample size reduces from 42199 to 30376 (28% reduction).

Though the remaining sample sizes decrease to a great extent, as shown in Figure 4.10, the two behavioral statistics $\overline{T^*}$ and $\overline{\hat{p}}$ do not perform differently with respect to both the number $N$ of headway division groups and the sampling time interval $T$ under the various velocity change thresholds. Using the mean and variance criteria to check the best sampling time interval out of the four alternatives, we can see that the interquartile ranges of $T = 1.0 \text{ s}$ is also the smallest. The corresponding mean values are $\overline{T^*} = 1.02$ and $\overline{\hat{p}} = 0.51$, which are almost the same as Table 4.4 and Figure 4.10. This consistency indicates that the velocity change threshold has no significant influence on the Tau Theory statistics.
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Figure 4.10: Variations of the two behavioral statistics with respect to $T$ (various $\epsilon$): $\bar{T}^*$ and $\bar{p}$.

Figure 4.11: The estimated Tau values.

Testing results on Tau values

Figure 4.11 shows the mean values, i.e. the 25th and 75th percentiles of $\hat{T}_k^-$ and $\hat{T}_k^+$ within the $k$th velocity range with a sampling time interval of $T = 1.0$ s. We divided the headway confidence interval into 10 subgroups, i.e. $N = 10$. The mean values of $\hat{T}_k^-$ and $\hat{T}_k^+$ decreased as the velocity increase until $v > 15$ m/s. This was mainly because in the NGSIM dataset, we did not have enough free flow headway samples where $v > 15$ m/s.
Table 4.5 shows the number of samples based on the division strategies of valid triples \((v_j(t), h_j(t), h_j(t + T))\), where \(J_k^+ + J_k^- + J_k^\Delta = J_k\) is satisfied. The percentages of the pruned data, as a result of the leading vehicle velocity change, are between 24\% to 30\%, and shown as \(J_k^\Delta / J_k\). If the velocity change of the leading vehicle is larger than \(\epsilon\), we regard the headway adjustment may be caused by the non-stationary behaviors of the leading vehicle but not the following driver’s nature stochastic behavior in such a case. Thus, we eliminate these samples with an obvious velocity change of the leading vehicle.

The sampling percentages of headway change or effective headway adjustment are between 27\% and 65\%. We find this percentage decreases when velocity increases, headway tends to be more stable for the higher velocity ranges. This may be caused by relatively more random maneuvers perform in the low-velocity state. It is equivalent to simplify the assertion of \((T/\hat{T}_k^- + 1)(T/\hat{T}_k^+ + 1) = T + \hat{T}_k^- + \hat{T}_k^+ = 0\). It is estimated by substituting the mean values of \(\hat{T}_k^-\) and \(\hat{T}_k^+\). It is shown that \(T + \hat{T}_k^- + \hat{T}_k^+\) concentrates around zero with an acceptable accuracy given the Tau values.

The relationship between Table 4.4 and Table 4.5 is as follows: Table 4.4 summarizes the estimated \(\hat{T}^*\) and \(\hat{p}\) by checking the samples across all velocity ranges; Table 4.5 is designed to estimate \(\hat{T}^*\) and \(\hat{p}_k\) for a specific headway division \(N = 10\). Based on these results, it is clear that the probability of reaching a smaller or larger headway keeps an acceptably constant of 0.5. This indicates a relatively constant tendency \(p\) to reach a headway that is smaller than preferred in different velocities.

The assertion, \((T/\hat{T}_k^- + 1)(T/\hat{T}_k^+ + 1) = 1\) can be empirically validated based on Table 4.5, since the values of \(\hat{T}^*\) are between 1.0004 and 1.1103 for all the velocity range. When velocities are higher than 5 m/s, the values of \(\hat{T}^*\) are between 1.00 and 1.05, which are almost equal to the previous assertion. This means that the reciprocal relationship between \(T^-\) and \(T^+\) holds, especially when there is less traffic congestion (e.g. velocities are higher than 5 m/s). The agreement between the predictions of this extended Tau Theory and the empirical observations indicates that the physiological Tau characteristics can be viewed as a dominant factor that implicitly governs driving behavior.

As shown in Figure 4.11, \(|\hat{T}^-|\) and \(\hat{T}^+\) roughly decrease as velocity increases. This can be explained as drivers being more careful at higher velocities. It is interesting to note that the percentage of headway state transitions in all the effective samples, i.e. \((J_k^+ + J_k^-)/(J_k - J_k^\Delta)\) decreases with velocity. It may be because it is more difficult for a driver to maintain a preferred headway during congestion. Besides, the deviation of \(\hat{T}^*\) from the asserted value of 1.0 implies that, at low velocities, it is increasingly difficult to describe human behavior using any single theory.

### 4.3.3 Discussions

In this section, we propose an extended Tau Theory model that assumes different \(T\) coefficients to maintain a constant headway in asymmetric car-following behaviors. This study uses multistage data filtering procedures to choose the steady car-following samples for each
Table 4.5: The parameters estimated from the NGSIM dataset, \((T = 1.0, \ N = 10)\).

\[ \begin{array}{cccccccccccccccccc}
 k & v & J_k & J_k^a & \frac{J_k^a}{J_k} & J_k^- & \hat{T}_k^- & J_k^+ & \hat{T}_k^+ & T_k^* & \hat{p}_k & \frac{J_k^+ + J_k^-}{J_k + J_k^a} \\
 1 & 3 \sim 4 & 1113 & 330 & 30\% & 249 & -0.19 & 258 & 0.37 & 1.11 & 0.49 & 65\% \\
 2 & 4 \sim 5 & 1924 & 518 & 27\% & 446 & -0.16 & 424 & 0.27 & 1.07 & 0.51 & 62\% \\
 3 & 5 \sim 6 & 1545 & 435 & 28\% & 319 & -0.14 & 332 & 0.21 & 1.05 & 0.49 & 59\% \\
 4 & 6 \sim 7 & 3308 & 924 & 28\% & 671 & -0.13 & 548 & 0.16 & 1.01 & 0.55 & 51\% \\
 5 & 7 \sim 8 & 5103 & 1354 & 27\% & 875 & -0.12 & 695 & 0.14 & 1.01 & 0.56 & 42\% \\
 6 & 8 \sim 9 & 3705 & 893 & 24\% & 520 & -0.10 & 551 & 0.14 & 1.02 & 0.49 & 38\% \\
 7 & 9 \sim 10 & 7296 & 1755 & 24\% & 1030 & -0.10 & 907 & 0.13 & 1.02 & 0.53 & 35\% \\
 8 & 10 \sim 11 & 9904 & 2485 & 25\% & 1142 & -0.09 & 1107 & 0.11 & 1.01 & 0.51 & 30\% \\
 9 & 11 \sim 12 & 5047 & 1206 & 24\% & 571 & -0.10 & 569 & 0.11 & 1.00 & 0.50 & 30\% \\
 10 & 12 \sim 13 & 8028 & 2062 & 26\% & 806 & -0.09 & 841 & 0.10 & 1.01 & 0.49 & 28\% \\
 11 & 13 \sim 14 & 6979 & 1684 & 24\% & 699 & -0.08 & 725 & 0.10 & 1.01 & 0.49 & 27\% \\
 12 & 14 \sim 15 & 2529 & 636 & 25\% & 286 & -0.08 & 250 & 0.14 & 1.05 & 0.53 & 28\% \\
\end{array} \]

velocity range. Tests using the real-world data show that the predicted consistency of \(T\) coefficients agrees with the empirical observations. Although car-following behaviors can be better described using more complex microscopic models, e.g. the models listed in [24], this finding reveals that the physiological Tau characteristics implicitly affect human driving behavior and the resulting traffic dynamics.

In summary, field tests show two contributions in this study:

1) In headway adjustments, divers have a relatively constant tendency \(p\) (close to 0.5) to reach a smaller headway than preferred at different velocities and relatively constant \(T^−\) and \(T^+\) at different velocities, satisfying \(\frac{T}{T^−} + 1)(\frac{T}{T^+} + 1) = 1\).

2) The influences of sampling time interval on the statistical features of the asymmetric stochastic Tau Theory based car-following behaviors are significant \((T = 1.0\ s\ outperforms\ other\ sampling\ time\ interval\ according\ to\ the\ mean\ and\ variance\ criteria)\), but the influences of headway division strategies and velocity change thresholds of leading vehicles are not prominent.

It is also important to note that there are still several areas for future research, such as:

1) The above findings are mainly based on NGSIM trajectory datasets, in which the currently four available datasets (US Highway 101 dataset, I80 dataset, urban arterials Lankershim Boulevard dataset and Peachtrees dataset) were all collected during rush hours without enough higher speeds data. So we are still unable to examine the driving behaviors in high speed traffic flow. And the proposed Tau theory based model may not be fit for free driving behaviors.

On the other side, the main concern in this study is to address the close following actions of drivers when they are trying to keep safety distances; while in high speed traffic flow, the interactions between vehicles are relatively weak and the dominant task of a driver becomes
keeping the highest possible speed in such traffic scenarios. Therefore, we infer such driving actions should be described by another set of model rather than Tau theory. We would like to collect more data to validate our inference in the future.

2) Our research only used headway records collected from a single driving scenario. As proven in previous research, drivers are inconsistent in their headway choice across different driving scenarios, e.g. Brackstone et al. [26] concluded that the road type (motorway versus urban dual carriageway) did not seem to affect headway choice and the type of leading vehicle (truck/vans or cars) did influence the following headway; Michael et al. [176] implemented an intervention to decrease tailgating during normal traffic flow among a large number of drivers on urban roadways; and Broughton et al. [30] illustrated drivers’ velocity variability increased under conditions of reduced visibility. However, we believe that their headway adjustment processes will still be governed by the extended Tau theory, even though the observed $\tau$ may vary with respect to certain other factors, including heterogeneity of different kinds of drivers (aggressive versus passive), different vehicle types (cars versus trucks, buses), inaccurate headway perceptions in foggy weather, and lane changing/merging actions. We will collect more data to validate our conjectures.

3) Another question is how far the $\tau$ coefficients for an individual driver can deviate from the common values in a population. In NGSIM datasets, we monitored one only 550-meter long road segment. As a result, we were unable to collect driver action data for a long enough time period, or develop effective statistical tests on $\tau$ coefficients for individual drivers.

To solve this problem, we can use laser or radar sensors to accurately and diligently measure the relative speed and the space gap between vehicles. With the aid of inertial navigation systems (INS) and global positioning systems (GPS), we can also measure the positions of vehicles [152, 222] at all times. These emerging technologies and fast developing in-vehicle equipment can help us collect long term leading vehicle tracking data on individual drivers that cannot be obtained via video-based traffic monitoring methods.
Chapter 5

Stochastic Fundamental Diagram Modeling Based on Headway/Spacing Distributions

5.1 Introduction

Traffic flows on highways are often described in terms of three variables: mean velocity $v$, traffic flow rate $q$, and traffic density $\rho$. Based on the definitions of these variables, we have $q = v \rho$. So we only need to establish the relations between either two variables. All the discussions below focus on congested flow, because $q$ increases almost linearly with $\rho$ in free flow.

Among various approaches in literature, the FD is the most widely used model to describe the equilibrium flow-density relationship. The efforts on developing traffic flow models to capture the FD can be traced back to Greenshields’ work in early 1930s [86]. Different functions for modeling FD had been proposed in the last 75 years, including Greenshields’ model, Greensburg’s model, Underwood’s model, and many more complex variations [63, 64, 81, 88, 154, 262, 263]. Recently, Del Castillo [62] proposed three models for the concave flow-density relationship that was validated by freeway data and urban data.

Two associated questions on the FD has been carefully discussed during the last two decades. The first one is how to estimate the FD in practice, since the FD is usually defined as a function of the homogeneous equilibrium states which may not be exactly measured from empirical data. As a result, the measured mean values of the three variables over a long time interval are often used to approximately estimate the FD [10, 12]. Traditionally, the data used to estimate the FD are obtained from loop detectors at a specific location and are aggregated over time intervals that range from 30 s to 5 min. Recently, vehicle trajectory data based FD estimation methods received increasing interests, since equilibrium and transient phases are difficult to distinguish at a specific location.

The second question is whether the wide scattering feature of flow-density plot is in the
concordance with the FD assumption. For example, Kerner argued that FD should not be used, because it failed to well account for the scattering features of flow-density plot [115, 116, 117]. Differently, Treiber et al. [245] thought that the wide scattering of flow-density data could be reproduced by taking into account the variation of propagation speed or the local velocity variance caused by the variation of the netto time gaps among successive vehicles, and the delayed adaptation of the driving behaviors [191, 240, 245].

In some recent approaches, these two questions were studied in a united way. The FD was linked to a certain car-following model so that we can combine the information provided by vehicle trajectory data and loop detector data. Particularly, Newell’s simplified car-following model attracts increasing attentions [186]. Theoretical analysis and field data validation show that such a simple model provides an acceptable description of car-following dynamics [4, 41, 42, 125, 165, 249, 266, 267]. As predicted by Newell [186], it provides a starting point for investigating more complex traffic phenomena. As shown in [41], the assumption that FD holds in stable platoons is equivalent to the assumption that vehicles within the platoon follow Newell’s simplified car-following model. How to obtain the FD based on the simplified model was then presented in [41, 42, 67, 266]. Kim and Zhang [125] further explained the scattering feature in terms of random fluctuations of gap time based on the simplified car-following model. It provides an analytical framework to study how a perturbation of car-following spacing may grow and influence the flow-density plot. This approach is in consistent with [75] and it indicates that we may discuss congested flows based on Newell’s simplified car-following model. However, the region covered by the scattering points in the flow-density plot was not further estimated. More recently, Li and Zhang [150] assumed that the congestion branch of the FD consisted of several velocity-constant fluctuations that meant the state transitions in the neighborhood of straight lines emanating from the origin of the flow-density plane. Li et al. [151] analyzed how reliable the LWR model prediction would be when the uncertainties were introduced into the FD.

Following these approaches, we aim to establish a tight link between the spacing/headway distribution model and the wide scattering feature of flow-density plot based on the aforementioned discussions in this paper. The motivations are trifold:

1) We would like to provide a more rigorous relation between the distributions of microscopic-level traffic measurements (headways/spacings) and macroscopic-level traffic measurements (flow rate/density). There are lots of other models dedicated for individual driving behavior and the FD. For example, the linkage between GHR car-following model and the FD [79]. But, not many of them emphasized on the distribution features of measurements on two levels. Several models had been attempted to in this direction. However, few of them had clearly simultaneously described the distribution models on two levels and specified the model parameters. Moreover, no previous models had given explicit formulas on the mapping relation between distributions between two levels. So, our model is an initial attempt to account for the implicit links the distribution of measurements on two levels;

2) The origins of wide scattering features of the points in the density-flow plot had attracted consistent interests (e.g. [38, 151]). We aim to provide a simple and intuitive explanation that can fit with both microscopic-level and macroscopic-level traffic measurements, and
meanwhile keeping limited possible assumptions in our proposed model;

3) The model proposed is a good starting point to analyze several other traffic phenomena. One important application is to measure the FD curve similar to \[41, 42\].

In this chapter, first, we review the previous models on the scattering features and examine the stochastic description of drivers’ tendency on spacing/headway choices. To distinguish the influences of aggregation time interval on the joint distribution of flow-density, we categorizes the sampled parameters for congested traffic flow into two kinds: one kind of data are sampled from homogeneous platoons during short enough time periods; and the rest data are sampled from heterogeneous vehicle platoons during longer time periods. Then, we discuss the statistical relations between the microscopic average headway distribution in a homogeneous platoon and the resulting macroscopic flow-density plot; and an algorithm is given to project scattering features from the headway distributions with respect to different velocity ranges. Field tests on California PeMS data verify the hypothetical similarity between the estimated and empirical distributions of flow/density, and then prove the feasibility of the proposed stochastic platoon model. We will further discuss the average headway distribution in a heterogeneous platoon and demonstrates how to estimate its corresponding probabilistic boundaries in flow-density plot that characterizes the scattering features.

5.2 Newell’s Simplified Model and Its Stochastic Extension

First, we will briefly revisit Newell’s simplified car-following model. In short, this model assumes that if the vehicles are running on a homogeneous highway, the time-space trajectory of the following vehicle is essentially the same as the leading vehicle, except for a transition in both space and time; (see Figure 5.1a). Indeed, we adopt and extend Newell’s simplified model for two reasons:

1) We want to find a simple yet effective way to decouple the interlaced dependence relationship between velocity, density and headway. When we introduce the piecewise linear trajectory, we implicitly presume a constant velocity within each linear segment and then we can handle the variation of spacing and headway in a much easier mode;

2) Newell’s simplified model is an accurate enough abstraction of the reality for our study.

It is supposed that the \((i - 1)\)th vehicle is ahead of the \(i\)th vehicle, and their velocities are \(v_{i-1}(t)\) and \(v_i(t)\), respectively. When the leading \(i - 1\)th vehicle alters its velocity from \(v\) to \(v'\), it acquires a nearly constant velocity for some time. The following \(i\)th vehicle will adjust its velocity in the same way after a space displacement of \(d_i\) and an adjusting time of \(\tau_i\) to reach the preferred spacing for a new velocity. For simplicity, Newell [186] assumed \(v_{i-1}(t) = v_i(t) = v\) and the continuous trajectory evolution (the dashed curve in Figure 5.1a) can be approximated by piecewise linear curves (the solid line segments in Figure 5.1a). These linear relationships between spacing and velocity are written as

\[
s_i(t) = d_i + v_i(t)\tau_i, \quad 0 \leq v_i(t) \leq \bar{v}_i
\]  (5.1)
where the spacing $s_i(t)$ refers to the distance between the front of the $i - 1$th vehicle and the front of the $i$th vehicle at time $t$, $\tilde{v}_i$ is the allowable velocity of the $i$th vehicle. As shown in Figure 5.1b, these relationships are depicted as piecewise linear lines in the spacing-velocity plot. $s_i(t)$ is the vertical axis intercept, $\tau_i$ is the slope. We assume that $d_i$ and $\tau_i$ are the inherent properties of the $i$th vehicle, and not relevant to $v_i(t)$. \{$d_1, d_2, ..., d_n$\} and \{$\tau_1, \tau_2, ..., \tau_n$\} of a platoon are i.i.d. random variables.

In short, the kernel of Newell’s simplified model [186] lies in the following assumption:

**Definition 3.** The **Newell Condition** is that two arbitrarily consecutive vehicles in a platoon travel on a homogeneous road essentially maintain the same time-space trajectory shape except for a translation in space and in time.

Some efforts were made to develop methods for the estimation of wave velocities between several successive detectors, e.g. oblique cumulative curves [34], cross correlation method [47]. Careful investigations of NGSIM trajectory data [190] show that the time-space trajectory of the following vehicle is not exactly the same as the leading vehicle, even when the transition in both space and time are considered. Newell [187] used two separated curves in the spacing-velocity plot to depict the difference of acceleration and deceleration behaviors in congested traffic and pointed out that the car-following instability would lead to a growth of a small perturbation.

Yeo and Skabardonis [267] followed this idea and interpreted the stop-and-go traffic phenomenon by an asymmetric microscopic driving behavior theory. They assumed that the deceleration curve (D-curve) was the lower bound or the minimum spacing preventing front-end collision even in the worst case of the leading vehicle’s emergency braking. On the other
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hand, the acceleration curve (A-curve) is the upper bound of spacing that ensures a safe driving spacing even in the case of the following vehicle’s accelerating and the leading vehicle’s sudden stop. In our Chapter 4, the asymmetric car-following behaviors were explained by using the stochastic extension of the physiological Tau Theory.

The shape of these two curves depends on the maximum deceleration rate $a_{\text{max},i-1}$ of the leading vehicle, the comfortable deceleration rate $b_i$ of the following vehicle, the ac/decelerating reaction time $\tau_A^i$ and $\tau_D^i$, satisfying $\tau_A^i > \tau_D^i$. Thus, Yeo [266] modeled these two curves as

$$
A\text{-curve: } s_A^i(t) = v_i(t)\tau_A^i + \left(a_{\text{max},i-1} - b_i\right)v_i^2(t)/2 + s_{\text{stop}}^A
$$

$$
D\text{-curve: } s_D^i(t) = v_i(t)\tau_D^i + \left(a_{\text{max},i-1} - b_i\right)v_i^2(t)/2 + s_{\text{stop}}^D
$$

where $s_{\text{stop}}^A$ is the jam spacing in acceleration phase, $s_{\text{stop}}^D$ is the jam spacing, satisfying $s_{\text{stop}}^A > s_{\text{stop}}^D$, A and D indicate acceleration and deceleration respectively.

As shown in [266], the A/D curves enclosed a 2D region in the spacing-velocity plot (see Figure 5.2a and Figure 5.2b). The coasting behavior around the A/D curves implied that the equilibrium traffic flow state lied on this 2D region. Thus, the A/D curves corresponded with the boundaries of congested flow points in flow-density plot.

Differently, Del Castillo [62] studied the transition of traffic states within this 2D region. He developed an analytical approximation for the normalization probability of the growth/decay of a perturbation based on the headway distribution and on the ratio of the wave speed to the maximum speed. Kim and Zhang [125] showed that the growth/decay of perturbations caused by random fluctuations of gap time would lead to a random transition of traffic state in this 2D region (see Figure 5.2d). The stochastic wave propagation speeds are associated to the relative differences between gap times and the reaction times of drivers. Generally, such random state transitions are restricted in a 2D region in flow-density plot, whose boundaries encompassed the traffic wave structures. However, Kim and Zhang [125] did not address the empirical statistics of the spacings/headways and thus did not derive the boundaries of this 2D region.

Let us take the trajectories shown in Figure 5.2c as an example. Here, the waves of acceleration and deceleration perturbations occur in the order of $w_1 \rightarrow w_2 \rightarrow w_3$. Suppose $P_1$, $P_2$, $P_3$ are the corresponding instantaneous transition states of Platoon 1. As illustrated in Figure 5.2d, the transition from $P_1$ to $P_3$ yields a random walk in the flow-density plot, including two state transitions. The first one satisfies $P_1 \overset{P_2}{\sim} \bar{u}_1$, $v_1 \rightarrow v_2$, the second one satisfies $P_2 \overset{P_3}{\sim} \bar{w}_2$, $v_2 \rightarrow v_1$. Generally, this random walk is restricted in a 2D region in the flow-density plot, whose boundary encompasses the traffic wave structures.

One remaining problem is how to account for the observed spacing-velocity pairs outside the 2D region enclosed by A/D curves, since A/D curves were assumed to the maximum/minimum spacing in [266]. Chen et al. [38] solved this problem by providing a statistical explanation as follows. Noticing that drivers make random choices of spacing but with potential preferences, Chen et al. [38] studied the joint distribution of the spacing-velocity pairs and also the $\alpha$-truncated conditional PDFs of spacing under different velocities. The
velocity-dependent upper bounds are denoted as $F_{|v, 1 - \alpha / 2}$ and the lower bounds are $F_{|v, 1 / 2}$ at the same confidence level $\alpha$. Here, $F_v$ denotes the CDF conditional on velocity and $F_{v}^{-1}$ means the inverse function. The confidence level is introduced here to filter out the influences of some abnormal data. The spacing-velocity samples falling into the truncated PDF ranges may reflect transient driving actions. In other words, Chen et al. [38] defined the maximum/minimum normal spacing as the $\alpha$-level statistical upper/lower bounds of spacings with respect to velocity.

As shown in Figure 5.3, by linking the lower and upper truncating points of each conditional PDFs of spacings under each range of velocity, the obtained joint PDF of spacing-velocity envelops a 2D region in spacing-velocity plot. Empirical data indicate that these two curves, i.e. upper and lower boundaries, are approximately two straight lines. Following the approach of Kim and Zhang [125], Chen et al. [40] defined the maximal/minimal wave travel speeds $w^A$ and $w^D$ as

$$ w^A = \frac{s^A_{\text{upper}} \tilde{v}^+ - s^A_{\text{lower}} \tilde{v}^-}{s^A_{\text{upper}} - s^A_{\text{lower}}}, \quad w^D = \frac{s^D_{\text{upper}} \tilde{v}^+ - s^D_{\text{lower}} \tilde{v}^-}{s^D_{\text{upper}} - s^D_{\text{lower}}}, $$

where $s^A_{\text{upper}}$ and $s^D_{\text{upper}}$ are the minimum and maximum spacings after truncation at $\tilde{v}^+$, respectively; $s^A_{\text{lower}}$ and $s^D_{\text{lower}}$ are the minimum and maximum spacings after truncation at $\tilde{v}^-$, respectively (Figure 5.4b).

Figure 5.4a illustrates the growth/decay of perturbations in flow-density plot; see also [125]. Figure 5.4b shows the relations between $w^A$, $w^D$ and the estimated (dashed) 2D region of congested flows. Chen et al. [40] further assumed that the transition of congested flows would not cross the corresponding boundaries determined by $w^A$ and $w^D$. More precisely, the points of congested flow locate within the intersection of two sectors, i.e. the shaded area in flow-density plot: one sector centers at the original point and the slopes of its bounds are the minimal velocity $\tilde{v}^-$ and the maximum velocity $\tilde{v}^+$; the other sector centers at the point $(\rho_{\text{max}}, 0)$ and the slopes of its bounds are the acceleration wave travel speed $w^A$ and the deceleration wave travel speed $w^D$.

Figure 5.4c shows the random transition of the state $P$, characterized by $(\tau_P, -w_P)$ in the spacing-velocity plot corresponding to Figure 5.4a. Clearly, $w^A$ and $w^D$ directly correspond to the intersections of the upper/lower boundaries of the 2D region in the flow-density plot. Figure 5.4d shows the stochastic property of an arbitrary vehicle $i$ characterized by $(\tau_i, w_i)$ within the envelope curves of acceleration and deceleration characterized by $(\tau^A, w^A s^A_{\text{stop}})$ and $(\tau^D, w^D s^D_{\text{stop}})$, that satisfy $\tau^D < \tau_i < \tau^A$, $w^A < w_i < w^D$ and $s^D_{\text{stop}} < d_i < s^A_{\text{stop}}$.

Although the model proposed in [40] recovered the implicit links between the spacing-velocity distribution models and the flow-density plot, it neglected one important fact: the flow-density plots are usually obtained by aggregating the measured flow rate and density over one to several minutes. In other words, the flow-density plots depict the traffic parameters over a vehicle platoon that contains several vehicles. On the contrary, the spacing distributions are generally measured between two consecutive vehicles. Therefore, we need to discuss how to combine these two measurements collected on different time and space
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Figure 5.2: Asymmetric characteristics of typical platoons in car-following processes. (a) and (b) Velocity spacing transitions observed in Highway 101 NGSIM dataset; (c) the platoon trajectories corresponding to (a) and (b) respectively; (d) an illustration of the generated random walk in the flow-density plot for Platoon 1.
scale, rather than simply map one into the other as [40]. Besides, the distribution of points in flow-density plot also needs further discussions. Surprisingly, we find that such tendency can be implicitly determined by the spacing/headway distributions. We will further explain our findings in the following sections.

5.3 The Homogeneous Platoon Model

5.3.1 Basic Idea

A straightforward idea to connect the microscopic measurements of traffic flow (spacing/ headway) and the macroscopic measurements of traffic flow (density/flow rate) are deterministic reciprocal relations:

\[ q = \frac{3600}{h}, \quad \rho = \frac{1000}{s} \]  

where \( q, \rho, s \) and \( h \) are conventionally assumed to be deterministic measurements (usually the mean values) of flow rate (veh/h), density (veh/km), spacing (meters) and headway (seconds).

These fundamental formulas hold for homogeneous congested traffic flow and set up a good starting point for our further discussions. However, empirical traffic flows are not homogeneous due to various influencing factors, e.g. the mixture of various kinds of vehicles, heterogeneous driving behaviors, stochastic headway/spacing perception, etc.

From the viewpoint of platoon dynamics, we further categorize empirical congested traffic flows into two kinds in this paper:

1) Traffic flow is in a near homogeneous state. That is, the velocities are roughly the same in these so called homogeneous platoons. The spacings/headways between any two
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Figure 5.4: Stochastic characteristics of congested traffic flow in FD. (a) The growth/decay of perturbations that is reflected in the flow-density plot. The transitions P → Q₁, P → Q₂, P → Q₃ and P → Q₄ stand for deceleration disturbance vanishes, deceleration disturbance grows, acceleration disturbance vanishes and acceleration disturbance grows, respectively. Detailed discussions can be found in [125]; (b) The relation between \( w^A \), \( w^D \) and the estimated (dashed) 2D region of the congested flows. Detailed discussions can be found in [38]; (c) the random state transitions shown in spacing-velocity plot; (d) the maximum/minimum stochastic propagation wave speeds in spacing-velocity plot.
consecutive vehicles may be different, because empirical spacings/headways follow certain lognormal type distributions under a given velocity [38, 40, 109]. If we use loop detectors to collect traffic flow information, a sequence of vehicles recorded within a short time interval can be roughly viewed as belonging to a homogeneous platoon. In this paper, we assume that when the aggregation time interval is set as $T = 30$, the sampled data correspond to homogeneous platoons.

2) Traffic flow is far from homogeneous and can be depicted as heterogeneous. In other words, both the velocities and spacings/headways of a series of vehicles are different in these so called heterogeneous platoons. Usually, a large heterogeneous vehicle platoon consists of several small homogeneous vehicle platoons. If we use loop detectors to collect traffic flow information, the increase of the aggregation time interval often leads to an increasing loss of information and makes it difficult to build a simple distribution model for flow rate and density. In this paper, we assume that when the aggregation time interval is set as $T > 5$ min, the sampled data often correspond to heterogeneous platoons.

For the first kind of traffic flows, we extend the deterministic reciprocal relations into the following stochastic reciprocal relations:

**Proposition 3.** When velocity is given, the reciprocal of average headway of vehicles in a homogeneous platoon and the corresponding flow rate follow the same distribution; similarly, the reciprocal of the average spacing of vehicles in a homogeneous platoon and the corresponding density follow the same distribution.

More precisely, we have the following relations in probability distribution

$$q \leftrightarrow 3600/\text{h}, \quad \rho \leftrightarrow 1000/\text{s}$$

(5.5)

We could map the distribution of average headways/spacings under different velocities to the distributions of flow rates/density in flow-density plot.

As shown in Figure 5.5, it indeed provides a new interpretation on the distribution of points in flow-density plot. Different from the conventional orthogonal coordinates of density and flow rate, these points are now investigated under the polar coordinates of velocity and flow rate. Though the velocity in the first triple (velocity, headway, spacing) refers to individual velocity whereas the second triple (speed, flow rate, density) refer to flow speed, i.e. harmonic mean of individual velocities, we may find the link from the individual level with the population average value in a statistical sense.

There is another equivalent approach. Let us first calculate the distribution for the average spacing of vehicles in a homogeneous platoon. Then, we could map the distribution of spacings to the distributions for density in flow-density plot. As shown in Figure 5.5, these two approaches will get the same distributions in flow-density plot. To verify the estimated distributions, we will compare the distributions of flow rate/density that are estimated from headway distributions and the empirical flow rate/density distributions extracted from PeMS [200].
Figure 5.5: An illustration of the mapped distributions for points of congested flows in flow-density plot.

If we apply the concept of \( \alpha \)-truncated conditional PDFs of headway proposed in [40], we could get the corresponding \( \alpha \)-truncated conditional PDFs of flow rate. Let \( F_{h|v} \) denotes the CDF of average headways with respect to the velocity \( v \) in a vehicle platoon during a certain time interval \( T \). We can then define \( F_{h|v, \alpha/2}^{-1} \) and \( F_{h|v, 1-\alpha/2}^{-1} \) as the lower and upper confidence bounds of average headways in terms of the inverse functions of CDFs at the confidence level of \( \alpha \). Linking the lower and upper truncating points of each conditional PDFs of flow rates across all ranges of velocity, we can obtain the joint PDF of flow-velocity that envelops a 2D region in flow-density plot. The probability that one flow-density point falls outside this 2D region is less than \( \alpha \). This 2D region of congested flows is more accurate than the estimation in [40].

Similarly, let \( F_{s|v, \alpha/2}^{-1} \) and \( F_{s|v, 1-\alpha/2}^{-1} \) be the lower and upper confidence bounds of the average spacings in terms of the inverse functions of CDFs, we can get the same boundaries and the same 2D region of congested flows.

For the second kind of traffic flow, no definite distribution can fit average headway-spacing in a heterogeneous platoon. Thus, we cannot derive the analytical distribution of flow rate/density, correspondingly. However, we will show that the sampled points for heterogeneous platoons still locate within the \( \alpha \)-truncated envelop that had been obtained from homogeneous platoon in flow-density plot.

### 5.3.2 Summation of Lognormal Random Variables

There is no closed form expression of the CDF/PDF for a sum of i.i.d. lognormal random variables. As a result, various approximations for the CDF/PDF had been proposed in the literatures [16, 17, 19, 136, 175, 182, 273].
Assume that \( n \) i.i.d. random variables \( z_i (i = 1, 2, ..., n) \) follow the lognormal distribution, whose PDF is as follows:

\[
f_z(z_i) = \log\mathcal{N}(\mu_z, \sigma_z^2) = \frac{1}{\sqrt{2\pi}\sigma_z i} \exp \left[ -\frac{(\log z_i - \mu_z)^2}{2\sigma_z^2} \right], \quad z_i > 0
\]  

(5.6)

where \( \mu_z \) and \( \sigma_z \) are the location and scale parameters, then \( \log z_i \) is a normal random variable and belongs to \( \mathcal{N}(\mu_z, \sigma_z^2) \).

Romeo et al. [216] studied \( Z_n = \sum_{i=1}^{n} z_i \), the sum of the random variables \( z_i \) and showed that:

1) if \( \sigma_z^2 \ll 1 \), the PDF of \( Z_n \) could be well approximated by a normal distribution.
2) if \( \sigma_z^2 \leq 1 \), the PDF of \( Z_n \) are close to a lognormal distribution

\[
f_{Z_n}(Z_n) \approx \log\mathcal{N}(\mu_{Z_n}, \sigma_{Z_n}^2)
\]

(5.7)

where \( \mu_{Z_n} \) and \( \sigma_{Z_n} \) are the location and scale parameters of \( Z_n \), their relations with \( \mu_z \) and \( \sigma_z \) are as follows:

\[
\begin{align*}
\sigma_{Z_n}^2 &= \log \left( 1 + \frac{\exp(\sigma_z^2)-1}{n} \right) \\
\mu_{Z_n} &= \log n + \mu_z + \frac{\sigma_z^2 - \sigma_{Z_n}^2}{2}
\end{align*}
\]

(5.8)

The sum expectation and the typical sum can be obtained:

\[
E[Z_n] \approx \exp(\mu_{Z_n} + \sigma_{Z_n}^2/2), \quad Z_n,\text{typical} \approx \exp(\mu_{Z_n} - \sigma_{Z_n}^2)
\]

(5.9)

The expectation and variance of \( Z_n \) are:

\[
\begin{align*}
E[Z_n] &= nE[z_i] = n \exp \left( \mu_z + \frac{\sigma_z^2}{2} \right) \\
\text{Var}[Z_n] &= n\text{Var}[z_i] = n \exp(2\mu_z + \sigma_z^2)(\exp(\sigma_z^2) - 1)
\end{align*}
\]

(5.10)

3) if \( \sigma_z^2 \gg 1 \), the PDF of the sum are very complex to find a close-form approximation. Since we have \( \sigma_z^2 \leq 1 \) for empirical headway/spacing distributions, we will use the approximation form of lognormal distribution in our study.

### 5.3.3 Average Headway Distribution

In this subsection, the velocities of vehicles in a platoon are supposed to be almost the same. But we relax the strict homogeneity requirement in Newell’s model and allow different spacings/headways between two consecutive vehicles.

Our previous studies based on the empirical NGSIM data [190] and many other observations [109, 249, 250] assumed the lognormal distributions of headway/spacing with the domain of \((0, \infty)\). However, it is not so accurate. When headway/spacing approaches to zero; the corresponding flow rate and density may exceed the traffic capacity and maximal...
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jam density due to the reciprocals. Thus, we need to consider the infimum of spacing as the mean vehicle length and the infimum of headway as a small value larger than zero.

In order to solve this problem in reciprocal calculations, we assume that headway \( h(t) \) at time \( t \) follows certain shifted lognormal type velocity-dependent distributions, i.e.

\[
h(t) - h_0 \sim \text{Log-N} \left( \mu_h(v(t)), \sigma^2_h(v(t)) \right)
\]

where \( h_0 \) is the infimum of headway (similarly, the infimum of spacing is \( s_0 \)), \( \mu_h(v(t)) \) is the location parameter and \( \sigma_h(v(t)) \) is the scale parameter of lognormal distributions with respect to velocity \( v(t) \). We will abbreviate them as \( \mu_h \) and \( \sigma_h \) for presentation simplification.

The PDF of \( h(t) \) is written as

\[
f(h(t)) = \frac{1}{\sqrt{2\pi \sigma_h(h(t) - h_0)}} \exp \left[ -\frac{(\log(h(t) - h_0) - \mu_h)^2}{2\sigma^2_h} \right], \quad h(t) > h_0
\]

where the expectation and the variance are

\[
\begin{align*}
\mathbb{E}[h(t)] &= \exp(\mu + \sigma_h^2/2) + h_0 \\
\text{Var}[h(t)] &= \exp(2\mu + \sigma_h^2)(\exp(\sigma^2_h) - 1)
\end{align*}
\]

The so called typical value corresponds to the maximum of the PDF

\[
h_{\text{typical}}(t) = \exp(\mu - \sigma^2_h) + h_0
\]

The coefficient that characterizes the relative dispersion of the shifted lognormal distribution is

\[
C_h \equiv \sqrt{\text{Var}(h(t))}/\mathbb{E}[h(t)]
\]

Explorations on the NSGIM dataset of Highway 101 show that asymmetric driving behaviors result in a family of velocity-dependent shifted lognormal spacing/headway distributions. Among total 5814 trajectories, we filter out the samples of motorcycles and truck automobiles, and keep the remaining 5646 samples of cars. The average vehicle length is 4.5 m for cars. Thus, we set \( s_0 = 4.5 \) m, and \( h_0 = 0.5 \) s.\(^1\)

As shown in Table 5.1 and 5.2, \( \mu_h \) decreases and \( \mu_s \) increases with velocity \( v \). The estimated parameters of \( \mu_h, \sigma_h, \mu_s, \sigma_s \) will be used for calculating headway/spacing distributions and corresponding flow rate/density distributions.

Suppose \( n \) vehicles in a platoon pass the loop detector sequentially. Since we assume their velocities are the same \( v \), the sum of these \( n \) vehicles’ headways measured at this point can be written as \( H_n = \sum_{i=1}^{n} h_i \), where \( h_i \) are i.i.d. random variables, satisfying

\[
h_i - h_0 \sim \text{Log-N} \left( \mu_h, \sigma^2_h \right), \quad i = 1, 2, \ldots, n
\]

\(^1\) The spacing is always larger than the corresponding vehicle length. Hereafter, we select the infimum of spacing as 4.5 m. Since the infimum of headway is difficult to estimate because of varying velocities, we choose an empirical value of 0.5 s so that the headway is always larger than. Actually, both the values have mild influences on the headway/spacing distributions because the estimated location and scale parameters guarantee the stable shapes of the PDFs.
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Figure 5.6: The estimated PDFs of (a) headway and (b) spacing with respect to vehicle velocity

Table 5.1: The estimated parameters of headway distribution from NGSIM dataset, U.S. Highway 101.

<table>
<thead>
<tr>
<th>$v$</th>
<th>#</th>
<th>$\bar{v}$</th>
<th>$\mu_h(v)$</th>
<th>$\sigma_h(v)$</th>
<th>$E[h(t)]$</th>
<th>$\text{Var}[h(t)]$</th>
<th>$C_h(v)$</th>
<th>$h_{\text{typical}}(v)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0 \sim 3$</td>
<td>763</td>
<td>2.083</td>
<td>1.598</td>
<td>0.350</td>
<td>5.755</td>
<td>3.597</td>
<td>0.330</td>
<td>4.874</td>
</tr>
<tr>
<td>$3 \sim 4$</td>
<td>1113</td>
<td>3.324</td>
<td>1.190</td>
<td>0.323</td>
<td>3.963</td>
<td>1.319</td>
<td>0.290</td>
<td>3.462</td>
</tr>
<tr>
<td>$4 \sim 5$</td>
<td>1924</td>
<td>4.552</td>
<td>0.970</td>
<td>0.338</td>
<td>3.293</td>
<td>0.943</td>
<td>0.295</td>
<td>2.854</td>
</tr>
<tr>
<td>$5 \sim 6$</td>
<td>1544</td>
<td>5.553</td>
<td>0.809</td>
<td>0.371</td>
<td>2.905</td>
<td>0.854</td>
<td>0.318</td>
<td>2.456</td>
</tr>
<tr>
<td>$6 \sim 7$</td>
<td>3303</td>
<td>6.336</td>
<td>0.728</td>
<td>0.379</td>
<td>2.726</td>
<td>0.766</td>
<td>0.321</td>
<td>2.294</td>
</tr>
<tr>
<td>$7 \sim 8$</td>
<td>5076</td>
<td>7.567</td>
<td>0.603</td>
<td>0.407</td>
<td>2.484</td>
<td>0.709</td>
<td>0.339</td>
<td>2.048</td>
</tr>
<tr>
<td>$8 \sim 9$</td>
<td>3682</td>
<td>8.538</td>
<td>0.499</td>
<td>0.440</td>
<td>2.314</td>
<td>0.703</td>
<td>0.362</td>
<td>1.857</td>
</tr>
<tr>
<td>$9 \sim 10$</td>
<td>7205</td>
<td>9.369</td>
<td>0.452</td>
<td>0.448</td>
<td>2.237</td>
<td>0.669</td>
<td>0.366</td>
<td>1.786</td>
</tr>
<tr>
<td>$10 \sim 11$</td>
<td>9697</td>
<td>10.571</td>
<td>0.378</td>
<td>0.475</td>
<td>2.133</td>
<td>0.674</td>
<td>0.385</td>
<td>1.665</td>
</tr>
<tr>
<td>$11 \sim 12$</td>
<td>4912</td>
<td>11.505</td>
<td>0.324</td>
<td>0.490</td>
<td>2.059</td>
<td>0.661</td>
<td>0.395</td>
<td>1.587</td>
</tr>
<tr>
<td>$12 \sim 13$</td>
<td>7734</td>
<td>12.360</td>
<td>0.290</td>
<td>0.501</td>
<td>2.015</td>
<td>0.655</td>
<td>0.402</td>
<td>1.539</td>
</tr>
<tr>
<td>$13 \sim 14$</td>
<td>6611</td>
<td>13.589</td>
<td>0.229</td>
<td>0.504</td>
<td>1.927</td>
<td>0.589</td>
<td>0.398</td>
<td>1.475</td>
</tr>
<tr>
<td>$14 \sim 15$</td>
<td>2389</td>
<td>14.476</td>
<td>0.191</td>
<td>0.527</td>
<td>1.890</td>
<td>0.619</td>
<td>0.416</td>
<td>1.417</td>
</tr>
</tbody>
</table>
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Table 5.2: The estimated parameters of spacing distribution from NGSIM dataset, U.S. Highway 101.

<table>
<thead>
<tr>
<th>$v$</th>
<th>$#$</th>
<th>$\bar{v}$</th>
<th>$\mu_s(v)$</th>
<th>$\sigma_s(v)$</th>
<th>$E[s(t)]$</th>
<th>$\text{Var}[s(t)]$</th>
<th>$C_s(v)$</th>
<th>$s_{\text{typical}}(v)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 ~ 3</td>
<td>763</td>
<td>2.083</td>
<td>1.811</td>
<td>0.497</td>
<td>11.419</td>
<td>13.422</td>
<td>0.321</td>
<td>9.276</td>
</tr>
<tr>
<td>3 ~ 4</td>
<td>1113</td>
<td>3.324</td>
<td>2.056</td>
<td>0.453</td>
<td>13.157</td>
<td>17.033</td>
<td>0.314</td>
<td>10.867</td>
</tr>
<tr>
<td>4 ~ 5</td>
<td>1924</td>
<td>4.552</td>
<td>2.262</td>
<td>0.426</td>
<td>15.010</td>
<td>22.009</td>
<td>0.313</td>
<td>12.503</td>
</tr>
<tr>
<td>5 ~ 6</td>
<td>1545</td>
<td>5.553</td>
<td>2.359</td>
<td>0.437</td>
<td>16.135</td>
<td>28.437</td>
<td>0.330</td>
<td>13.241</td>
</tr>
<tr>
<td>6 ~ 7</td>
<td>3308</td>
<td>6.336</td>
<td>2.457</td>
<td>0.424</td>
<td>17.261</td>
<td>31.991</td>
<td>0.328</td>
<td>14.250</td>
</tr>
<tr>
<td>7 ~ 8</td>
<td>5103</td>
<td>7.567</td>
<td>2.568</td>
<td>0.432</td>
<td>18.807</td>
<td>41.911</td>
<td>0.344</td>
<td>15.320</td>
</tr>
<tr>
<td>8 ~ 9</td>
<td>3705</td>
<td>8.538</td>
<td>2.624</td>
<td>0.449</td>
<td>20.070</td>
<td>51.986</td>
<td>0.365</td>
<td>16.783</td>
</tr>
<tr>
<td>9 ~ 10</td>
<td>7296</td>
<td>9.369</td>
<td>2.702</td>
<td>0.441</td>
<td>20.938</td>
<td>57.980</td>
<td>0.364</td>
<td>17.680</td>
</tr>
<tr>
<td>10 ~ 11</td>
<td>9903</td>
<td>10.571</td>
<td>2.851</td>
<td>0.445</td>
<td>23.611</td>
<td>71.575</td>
<td>0.376</td>
<td>18.851</td>
</tr>
<tr>
<td>11 ~ 12</td>
<td>5046</td>
<td>11.505</td>
<td>3.027</td>
<td>0.458</td>
<td>27.088</td>
<td>89.094</td>
<td>0.381</td>
<td>19.634</td>
</tr>
<tr>
<td>12 ~ 13</td>
<td>8028</td>
<td>12.360</td>
<td>3.188</td>
<td>0.464</td>
<td>29.949</td>
<td>101.314</td>
<td>0.385</td>
<td>20.824</td>
</tr>
<tr>
<td>13 ~ 14</td>
<td>6977</td>
<td>13.589</td>
<td>3.278</td>
<td>0.473</td>
<td>32.709</td>
<td>107.981</td>
<td>0.390</td>
<td>21.714</td>
</tr>
<tr>
<td>14 ~ 15</td>
<td>2529</td>
<td>14.476</td>
<td>3.378</td>
<td>0.482</td>
<td>35.469</td>
<td>111.314</td>
<td>0.395</td>
<td>22.450</td>
</tr>
</tbody>
</table>

where the measured headway of the $i$th vehicle at time $t$ is $h_i = h_i(t)$.

According to the analysis in Section 5.3.2, $H_n - nh_0$ approximately follow a lognormal style distribution. Let average headway of a platoon be defined as

$$\bar{h}_n = \frac{H_n}{n} = \frac{1}{n} \sum_{i=1}^{n} h_i$$  

(5.17)

We have

$$\bar{h}_n - h_0 \sim \text{Log-N} (\mu_{H_n}(v) - \log n, \sigma_{H_n}^2(v)) = \text{Log-N} (\mu_{\bar{h}_n}(v), \sigma_{\bar{h}_n}^2(v))$$  

(5.18)

whose scale and location parameters are

$$\begin{align*}
\sigma_{\bar{h}_n}(v) &= \log \left\{ \frac{\text{Var}[h_i(v)]}{n(\text{E}[h_i(v)] - h_0)^2} + 1 \right\} = \log (\exp(\sigma_h^2) + n - 1) - \log n \\
\mu_{\bar{h}_n}(v) &= \log (n \text{E}[h_i(v)] - nh_0) - \frac{\sigma_{H_n}(v)}{2} - \log n = \mu_h + \frac{\sigma_h^2 - \sigma_{H_n}(v)}{2} 
\end{align*}$$  

(5.19)

where the expectation and variance of $\bar{h}_n$ with respect to $v$ are

$$\begin{align*}
\text{E}[\bar{h}_n|v] &= \exp(\mu_{\bar{h}_n}(v) + \sigma_{\bar{h}_n}^2(v)/2) + h_0 = \exp(\mu_h + \sigma_h^2/2) + h_0 = \text{E}[h_i|v] \\
\text{Var}[\bar{h}_n|v] &= \exp(2\mu_{\bar{h}_n}(v) + \sigma_{\bar{h}_n}^2(v)) \left( \exp(\sigma_{\bar{h}_n}^2(v)) - 1 \right) = \text{Var}[h_i|v]/n 
\end{align*}$$  

(5.20)

According to the Hoeffding’s Inequality [100] that provides an upper bound on the probability of the sum of random variables, define the upper and lower bounds of car-following
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headways in homogeneous platoon, i.e.

\[ \vartheta^-_i = 0 < h_i < \vartheta^+_i = 10, \ i \in \mathbb{N}^+ \]  

(5.21)

where \( \vartheta^-_i \) and \( \vartheta^+_i \) are the upper and lower bounds of the \( i \)th vehicle, a reasonable value of \( \vartheta^+_i = 10 \) can be obtained by field data. Let \( \vartheta^-_i \) and \( \vartheta^+_i \) satisfy \( \vartheta^- = \sup\{\vartheta^-_i, \forall i\} \) and \( \vartheta^+ = \inf\{\vartheta^+_i, \forall i\} \), then \( \forall \varepsilon > 0 \), we have

\[
\Pr \{ \bar{h}_n - E(\bar{h}_n) \geq \varepsilon \} \leq \Pr \left\{ \max_{1 \leq j \leq n} (H_j - E(H_j)) \geq n\varepsilon \right\} \\
\leq \exp \left( -\frac{2n^2\varepsilon^2}{\sum_{i=1}^{n}(\vartheta^+_i - \vartheta^-_i)^2} \right) \\
\leq \exp \left( -\frac{2n^2\varepsilon^2}{(\vartheta^+ - \vartheta^-)^2} \right) \leq \delta
\]

(5.22)

Thus, the effective number of vehicles given the error limits \( \varepsilon \) and \( \delta \) is

\[
n^* = -\frac{\ln \delta(\vartheta^+ - \vartheta^-)^2}{2\varepsilon^2}
\]

(5.23)

Figure 5.7 shows that the differences between the true and measured values for \( \bar{h}_n \) and \( \bar{s}_n \) are \( \varepsilon_h \) and \( \varepsilon_s \), respectively. The probability supremum decreases with \( n \). This indicates that the estimation accuracy will increase with the number of vehicles. Moreover, we can also calculate the upper and lower bounds of estimate errors based on Kolmogorov’s Inequality, i.e.

\[
1 - \frac{(\varepsilon + 2\vartheta^+)^2}{\sum_{i=1}^{n}\text{Var}(h_i)} \leq \Pr \left\{ \max_{1 \leq j \leq n} |H_j - E(H_j)| \geq \varepsilon \right\} \leq \frac{\sum_{i=1}^{n}\text{Var}(h_i)}{\varepsilon^2}
\]

(5.24)

Notice the special reciprocal property of lognormal distributions, if the mean headway distribution for each velocity range belongs to a family of lognormal type distributions, then its reciprocal shall be lognormal type as well. Thus, we can derive the PDF of the mean headway

\[
f(\bar{h}_n) = \frac{1}{\sqrt{2\pi}\sigma_{\bar{h}_n}(\bar{h}_n - h_0)} \exp \left[ -\frac{(\log(\bar{h}_n - h_0) - \mu_{\bar{h}_n})^2}{2\sigma^2_{\bar{h}_n}} \right], \ \bar{h}_n > h_0
\]

(5.25)

We assume the platoon velocity does not change too much during a short time interval (e.g. \( T = 30 \) s) so that the headways belong to the same shifted lognormal distribution. The number of vehicles detected during \( T \) can then be estimated as

\[
n = \left\lfloor \frac{T}{\text{E}[h_i|v]} \right\rfloor = \left\lfloor \frac{T}{\exp(\mu_h + \sigma^2_h/2) + h_0} \right\rfloor
\]

(5.26)
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Because the relationship is monotonic, the PDF of traffic flow rate can be derived according to $f_Q(\bar{q}) = \left| \frac{dh_n}{d\bar{q}} \right| f(\bar{h}_n)$, we obtain

$$f_Q(\bar{q}) = \frac{3600}{\sqrt{2\pi}\sigma_{h_n}\bar{q}(3600 - \bar{h}_0\bar{q})} \exp \left[ - \frac{(\log(3600/\bar{q} - \bar{h}_0) - \mu_{h_n})^2}{2\sigma_{h_n}^2} \right]$$ \hspace{1cm} (5.27)

where $f_Q(\bar{q})$ is PDF of the estimated traffic flow rate given by headway distributions.

Analogously, we could derive the distribution of density from the distribution of spacings. Based on the hypothesis that spacings also belong to a family of shifted lognormal distributions, we can derive the PDF of the mean spacing as

$$f(\bar{s}_n) = \frac{1}{\sqrt{2\pi}\sigma_{s_n}(\bar{s}_n - s_0)} \exp \left[ - \frac{(\log(\bar{s}_n - s_0) - \mu_{s_n})^2}{2\sigma_{s_n}^2} \right], \quad \bar{s}_n > s_0$$ \hspace{1cm} (5.28)

where $s_0$ is the infimum of spacing, in the rest of this paper, it is chosen as the mean vehicle length.

Since the relationship between density and spacing during the predefined short time interval can be approximated as $\bar{\rho} = 1000/\bar{s}_n$. The PDF of density can be derived according to $f_\rho(\bar{\rho}) = \left| \frac{d\bar{s}_n}{d\bar{\rho}} \right| f(\bar{s}_n)$ as the following

$$f_\rho(\bar{\rho}) = \frac{1000}{\sqrt{2\pi}\sigma_{s_n}\bar{\rho}(1000 - s_0\bar{\rho})} \exp \left[ - \frac{(\log(1000 - s_0\bar{\rho}) - \log \bar{\rho} - \mu_{s_n})^2}{2\sigma_{s_n}^2} \right]$$ \hspace{1cm} (5.29)
5.3.4 Model Validation

To validate the above estimated distributions based on the vehicle trajectory dataset, we compare them with the empirical distributions of flow rate and density with respect to velocity extracted from the loop detectors [200, 214] at Vehicle Detection Station (VDS) 717490 on Highway SR101 southbound, California. Figure 5.8 shows that the loop station is at the same site where NGSIM trajectory data Highway 101 were gotten [190]. The NGSIM trajectory data used here were collected using video cameras mounted on a 36-story building adjacent to the Lankershim Boulevard interchange. In order to evaluate the performance of the proposed model aforementioned, we test more detector locations. The downstream VDS 717489 was chosen as the alternative one because the mainline layout is analogical to VDS 717490. The distance between these two locations is 0.64 mile (1.03 km), then it is reasonable to incorporate the estimated lognormal parameters of headway/spacing distributions from NGSIM dataset because the driver population doesn’t vary too much at these two locations (the off-ramp may slightly reduce the population consistency). It is worthy to point out that we estimate flow rate and density distribution using different methods from two independent datasets with different data formats and other characteristics, see Table 5.3.

Thus, we can take them as different measures for the same traffic flows. Since PeMS only provides the time occupancy information, we need to choose an appropriate g-factor to retrieve the density from the time occupancy as [214]

\[ \rho = \frac{\text{Occupancy}}{g\text{-factor}} \]  

Figure 5.9 shows there are three categories of vehicles in the sample. Among 5814 sample trajectories of NGSIM Highway 101 dataset, the number of motorcycles, automobiles and truck automobiles are 42, 5646 and 126, respectively. And the average lengths for these vehicles are 2.39 m, 4.50 m and 11.62 m. Noticing that almost all the vehicles are automobiles, we set g-factor as 4.50 m.

In this chapter, we categorize the empirical data points \((q, \rho, \bar{v})\) extracted from PeMS, according to their estimated velocity \(\bar{v} = q/\rho\) instead of the time mean velocity \(v\) fed by loop detectors. The reason on using space mean velocity is that the time-mean velocity does not
Table 5.3: Characteristics of the PeMS and NGSIM datasets used in this study.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>PeMS Homogeneous platoon</th>
<th>PeMS Heterogeneous platoon</th>
<th>NGSIM Highway 101</th>
</tr>
</thead>
<tbody>
<tr>
<td>Locations</td>
<td>VDS 717490</td>
<td>VDS 717490</td>
<td>SR 101-S</td>
</tr>
<tr>
<td>Number of lanes</td>
<td>5 vs. middle 3</td>
<td>5 lanes</td>
<td>5 lanes</td>
</tr>
<tr>
<td>Lane-by-lane</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Time intervals</td>
<td>30-second</td>
<td>5-minute</td>
<td>0.01-second</td>
</tr>
<tr>
<td>Measurement period</td>
<td>06/1-30/2005</td>
<td>05/1-07/31/2005</td>
<td>7:50-8:35 am 06/15/2005</td>
</tr>
<tr>
<td>Measurement length</td>
<td>30 days</td>
<td>92 days</td>
<td>45 minutes</td>
</tr>
<tr>
<td>Valid data length</td>
<td>29 days</td>
<td>72 days</td>
<td>45 minutes</td>
</tr>
<tr>
<td>Observed quantities</td>
<td>Vehicle counts</td>
<td>Vehicle counts</td>
<td>Headway</td>
</tr>
<tr>
<td>Time occupancy</td>
<td>Time occupancy</td>
<td>Time occupancy</td>
<td>Spacing</td>
</tr>
<tr>
<td>Vehicle length</td>
<td>Vehicle length</td>
<td>Vehicle length</td>
<td>Velocity</td>
</tr>
<tr>
<td>Vehicle type</td>
<td>Vehicle type</td>
<td>Vehicle type</td>
<td>Vehicle coordinates</td>
</tr>
<tr>
<td>Detected vehicles</td>
<td>5 lanes: 3,601,055 3 lanes: 2,497,869</td>
<td>5 lanes: 8,196,829 3 lanes: 5,878,290</td>
<td>6,101</td>
</tr>
</tbody>
</table>

Figure 5.9: Empirical distributions of three vehicles’ lengths.
Figure 5.10: (a) An illustration of the division plan, (b) An illustration of the division plan and the sampled flow rate and density of the points with respect to each velocity range in the flow-density plot.

As shown in Table 5.3, in order to retrieve the data for homogeneous platoons, we choose the aggregation time interval as $T = 30\text{ s}$. We assume the maximal traffic density to be $\rho_{\text{max}} = 125\text{ veh/km}$ that corresponds to the average spacing of full stop, i.e. $8\text{ m}$, or the $100\%$ time occupancy, see the analogical measurement results in [42, 138].

We calculate the mean time occupancies only using the data collected on the middle 3 lanes (lane 2 to 4) and then transfer these percentage values into traffic densities by using the relationship $\rho = \rho_{\text{max}} \times \text{Occupancy} \times 100\%\text{ (veh/km)}$. This is because the data collected on all five lanes include the slow traffic records of trucks and ramping vehicles, which may influence the estimated results. We will show the lane-by-lane variations by comparing the 3-lane and 5-lane results in the following sections.

In order to focus on congested flow, we only plot the points whose velocities are between $0 \sim 3\text{ m/s}$, $3 \sim 4\text{ m/s}$,..., $14 \sim 15\text{ m/s}$ and densities are larger than the critical value $\rho_c = 37\text{ veh/km}$.\(^2\) As shown in Figure 5.10, let us divide the sector (which centers at the original point and the slopes of its bounds are the minimal velocity $\tilde{v}^-$ and maximum velocity $\tilde{v}^+$ in congested flow) into 13 non-overlapping sectors according to the estimated velocity $\tilde{v} = q/\rho$. Finally, we sample $q$ and $\rho$ with respect to the average velocity $\bar{v}_k$ of the $k$th velocity range and analyze their empirical distributions.

\(^2\)The critical density is the value that corresponds to the road capacity, and can be empirically estimated in the flow-density plots by using PeMS data.
Table 5.4: Comparison of empirical (PeMS) and estimated flow rate distributions.

<table>
<thead>
<tr>
<th>$v$</th>
<th>#</th>
<th>PeMS Mean</th>
<th>Median</th>
<th>2.5%</th>
<th>97.5%</th>
<th>Analytical solution Mean</th>
<th>Median</th>
<th>2.5%</th>
<th>97.5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 - 3</td>
<td>365</td>
<td>760</td>
<td>768</td>
<td>528</td>
<td>912</td>
<td>635</td>
<td>631</td>
<td>494</td>
<td>802</td>
</tr>
<tr>
<td>3 - 4</td>
<td>536</td>
<td>972</td>
<td>984</td>
<td>816</td>
<td>1106</td>
<td>917</td>
<td>913</td>
<td>754</td>
<td>1100</td>
</tr>
<tr>
<td>4 - 5</td>
<td>587</td>
<td>1130</td>
<td>1128</td>
<td>960</td>
<td>1292</td>
<td>1102</td>
<td>1098</td>
<td>921</td>
<td>1303</td>
</tr>
<tr>
<td>5 - 6</td>
<td>676</td>
<td>1277</td>
<td>1272</td>
<td>1090</td>
<td>1440</td>
<td>1250</td>
<td>1246</td>
<td>1038</td>
<td>1485</td>
</tr>
<tr>
<td>6 - 7</td>
<td>670</td>
<td>1391</td>
<td>1416</td>
<td>1008</td>
<td>1584</td>
<td>1331</td>
<td>1327</td>
<td>1112</td>
<td>1574</td>
</tr>
<tr>
<td>7 - 8</td>
<td>1010</td>
<td>1439</td>
<td>1488</td>
<td>1056</td>
<td>1680</td>
<td>1461</td>
<td>1456</td>
<td>1216</td>
<td>1731</td>
</tr>
<tr>
<td>8 - 9</td>
<td>1152</td>
<td>1549</td>
<td>1584</td>
<td>1200</td>
<td>1800</td>
<td>1570</td>
<td>1565</td>
<td>1290</td>
<td>1880</td>
</tr>
<tr>
<td>9 - 10</td>
<td>1139</td>
<td>1668</td>
<td>1680</td>
<td>1344</td>
<td>1896</td>
<td>1624</td>
<td>1619</td>
<td>1340</td>
<td>1936</td>
</tr>
<tr>
<td>10 - 11</td>
<td>870</td>
<td>1758</td>
<td>1776</td>
<td>1398</td>
<td>1992</td>
<td>1703</td>
<td>1698</td>
<td>1400</td>
<td>2036</td>
</tr>
<tr>
<td>11 - 12</td>
<td>602</td>
<td>1817</td>
<td>1824</td>
<td>1536</td>
<td>2040</td>
<td>1765</td>
<td>1759</td>
<td>1443</td>
<td>2119</td>
</tr>
<tr>
<td>12 - 13</td>
<td>330</td>
<td>1874</td>
<td>1872</td>
<td>1608</td>
<td>2112</td>
<td>1804</td>
<td>1798</td>
<td>1470</td>
<td>2172</td>
</tr>
<tr>
<td>13 - 14</td>
<td>151</td>
<td>1912</td>
<td>1920</td>
<td>1680</td>
<td>2136</td>
<td>1885</td>
<td>1880</td>
<td>1548</td>
<td>2254</td>
</tr>
<tr>
<td>14 - 15</td>
<td>53</td>
<td>1971</td>
<td>1968</td>
<td>1820</td>
<td>2160</td>
<td>1924</td>
<td>1917</td>
<td>1565</td>
<td>2317</td>
</tr>
</tbody>
</table>

Figure 5.11 illustrates both the estimated and empirical distributions of traffic flow rates from the aforementioned two kinds of datasets. The bars are the empirical distributions based on the sampling points extracted from the 30-second lane-aggregated PeMS data during June 1-30, 2005. The solid-line curves represent the analytical distributions calculated based on NGSIM data. The same left-skewed characteristics indicate that analytical solutions coincide with field observations in most velocity ranges. In all of these 12 velocity ranges, the results of both PDFs match each other very well. When velocity increases, the mean values of both PeMS and NGSIM datasets increase. Since we did not estimate the continuous curves by regression of field observation, the PeMS data were drawn in histograms directly and the NGSIM data were used to estimate flow rate and density PDFs, respectively. The match of loop data and trajectory data in probability distribution validate the proposed homogeneous platoon model in this thesis.

For the slower velocity ranges, e.g. (3, 4) m/s and (4, 5) m/s, both the mean and variance of two datasets are highly consistent with each other. For the faster ranges, e.g. (12, 13) m/s, (13, 14) m/s and (14, 15) m/s, the estimation of mean values are relatively more accurate. The variance of two datasets are biased mainly because $\sigma_h(v)$ increase with $v$ in the shifted headway distributions.

Table 5.4 further gives the statistics of mean values, median values and $\alpha = 0.05$ percentiles of flow rates for each velocity range. Though we do not have enough measurements for all the ranges, the mean flow rates well match between the simulations and observations (the differences are smaller than 6% except for the range of 0 - 3 m/s).

Figure 5.12 shows the agreements between the estimated density distributions based on
Figure 5.11: Comparison of hypothetical and empirical distributions of traffic flow rate.
Table 5.5: Comparison of empirical (PeMS) and estimated traffic density distributions.

<table>
<thead>
<tr>
<th>$v$</th>
<th>#</th>
<th>PeMS</th>
<th>Analytical solution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>Median</td>
</tr>
<tr>
<td>0 ~ 3</td>
<td>365</td>
<td>87</td>
<td>86</td>
</tr>
<tr>
<td>3 ~ 4</td>
<td>536</td>
<td>77</td>
<td>77</td>
</tr>
<tr>
<td>4 ~ 5</td>
<td>587</td>
<td>70</td>
<td>70</td>
</tr>
<tr>
<td>5 ~ 6</td>
<td>676</td>
<td>64</td>
<td>65</td>
</tr>
<tr>
<td>6 ~ 7</td>
<td>670</td>
<td>59</td>
<td>60</td>
</tr>
<tr>
<td>7 ~ 8</td>
<td>1010</td>
<td>53</td>
<td>55</td>
</tr>
<tr>
<td>8 ~ 9</td>
<td>1152</td>
<td>51</td>
<td>52</td>
</tr>
<tr>
<td>9 ~ 10</td>
<td>1139</td>
<td>49</td>
<td>49</td>
</tr>
<tr>
<td>10 ~ 11</td>
<td>870</td>
<td>47</td>
<td>47</td>
</tr>
<tr>
<td>11 ~ 12</td>
<td>602</td>
<td>44</td>
<td>45</td>
</tr>
<tr>
<td>12 ~ 13</td>
<td>330</td>
<td>42</td>
<td>42</td>
</tr>
<tr>
<td>13 ~ 14</td>
<td>151</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>14 ~ 15</td>
<td>53</td>
<td>38</td>
<td>38</td>
</tr>
</tbody>
</table>

NGSIM data and the field measurements of PeMS, from perspectives of the mathematical expectation and the skewness direction. For most velocity ranges, the mean densities of analytical solutions match well with field observations of PeMS data. This again verifies the proposed stochastic platoon model.

For the smaller range (3, 4) m/s, the analytical density distribution from NGSIM data is right biased, because the mean spacing of small velocity range is relatively small, e.g. 8 ~ 10 m. When we calculate the analytical density distribution based on the reciprocal relationship between spacing and density, a small bias in spacing may induce a large change of density. For other smaller ranges, e.g. (4, 5) m/s and (5, 6) m/s, the mean values are relatively accurately estimated, but the variance of two datasets are biased mainly because decrease with $\sigma_s(v)$ in the shifted spacing distributions. For the faster ranges, e.g. (12, 13) m/s, (13, 14) m/s and (14, 15) m/s, both the mean and variance of two datasets are highly consistent with each other.

Table 5.5 shows the statistics of mean values, median values and $\alpha = 0.05$ percentiles of densities for each velocity range. All the differences in mean values and median values of densities are smaller than 4% and 15%, respectively. This again verifies the proposed stochastic platoon model.

To quantitate the statistical difference of the estimated continuous PDFs based on NGSIM data and the directly measured discrete histograms based on PeMS data shown in Figure 5.11 and Figure 5.12, we calculate the expectation and standard deviation of the continuous
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Figure 5.12: Comparison of hypothetical and empirical distributions of density.
random variable $\bar{q}$ (flow rate) as follows

$$E_{\text{NGSIM}}[\bar{q}] = \int_0^\infty f_Q(\bar{q})\bar{q}d\bar{q}$$

(5.31)

$$SD_{\text{NGSIM}}[\bar{q}] = \sqrt{\int_0^\infty f_Q(\bar{q})\bar{q}^2d\bar{q} - \left(\int_0^\infty f_Q(\bar{q})\bar{q}d\bar{q}\right)^2}$$

(5.32)

where $E_{\text{NGSIM}}$ is the expectation of the flow rate based on NGSIM data, $SD_{\text{NGSIM}}$ is the standard deviation of the flow rate, $f_Q(\bar{q})$ is the flow rate PDF, similar expressions of density can be obtained, and are omitted in this thesis.

$$E_{\text{PeMS}}[\bar{q}] = \frac{1}{n_k} \sum_{i=1}^{n_k} q_{i,k}$$

(5.33)

$$SD_{\text{PeMS}}[\bar{q}] = \sqrt{\frac{1}{n_k} \sum_{i=1}^{n_k} (q_{i,k} - E_{\text{PeMS}}[\bar{q}])^2}$$

(5.34)

where $E_{\text{PeMS}}$ is the mean flow rate from directly measured 30-second vehicle counts of PeMS data, $n_k$ is the number of points in the $k$th velocity range, $q_{i,k}$ is the flow rate of the $i$th point in the $k$th velocity range, $SD_{\text{PeMS}}$ is the standard deviation of the flow rate of PeMS data, similar expressions of density can be obtained and are omitted in this thesis.

Figure 5.13a shows the comparison of mean flow rates between PeMS data and NGSIM data, and their changing trends with velocity. The mean flow rates monotonously increase with velocity. The errorbars show positive and negative of standard deviations. The average maximal absolute relative biases of the mean flow rate and density for each velocity range are 1.55% and 1.85%, respectively. The maximal absolute relative bias of the mean flow rate is 3.82% (the 3rd velocity range, 5–6 m/s, i.e. $|1250 - 1204|/1204 = 3.82\%$). Figure 5.13b shows the comparison of mean densities between PeMS data and NGSIM data. The mean densities monotonously decrease with velocity. The maximal absolute relative bias of the mean density is 7.75% (the 1st velocity range, 3–4 m/s, i.e. $|76.8 - 71.3|/71.3 = 7.75\%$). Figure 5.13 also shows the NGSIM data based standard deviations are a little large than the PeMS data based values, but the standard deviations are quite small compared to the mean values. The consistency of mean values of flow rate and density validate the proposed homogeneous platoon model based on PeMS and NGSIM data.

### 5.3.5 Sensitivity Analysis

Several factors may influence the estimation and comparison results in this paper, including lane-by-lane variations (see [39]), velocity intervals (number of intervals and velocity ranges), and the so called $g$-factor. We will conduct a sensitivity analysis for these factors in this section to reveal their effects.
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Figure 5.13: Comparison of mean and standard deviation of hypothetical and empirical distributions.

Figure 5.14 shows the significant differences of flow rate versus density relationship for five lanes at two detection stations on SR 101-S. Lanes 1 and 5 are the HOV lane and weaving lane, respectively, their flow-density relationships don’t show obvious transitions between free states to less congested states (capacity is not achieved). Lanes 2 ~ 4 are relatively stationary lanes with obvious capacity drop. This clearly reflects the lane-by-lane variability of the density-flow relationship. All five lanes include diverse traffic of trucks and slow traffic for exiting and entering. This may influence on the estimated result. It might be better to use some lanes (for example, lane 1 to 3) only to have reliable result. We will compare the estimation results using 5 lanes and middle 3 lanes in the followings.

To quantitate the difference between the CDFs based on PeMS and NGSIM datasets, we incorporate the nonparametric K-S statistic to compare a sample with a reference probability distribution. It measures the maximal vertical separation between the empirical distribution function of the sample and the CDF of the reference distribution. We define the K-S statistic for a given flow rate CDF

\[ KS_{Q,k} = \sup_{\bar{q}} |F_{Q,k, PeMS}(\bar{q}) - F_{Q,k, NGSIM}(\bar{q})| \]  

where \( KS_{Q,k} \) is the K-S statistic for flow rate distribution of the \( k \)th velocity range, \( F_{Q,k, PeMS}(\bar{q}) \) is the empirical distribution function of flow rate based on \( n_k \) points in the \( k \)th velocity range based on PeMS datasets, \( F_{Q,k, NGSIM}(\bar{q}) = \int_0^\bar{q} f_Q(\bar{q})d\bar{q} \) is the estimated CDF of flow rate by NGSIM datasets for the \( k \)th velocity range, sup is the supremum of the set of distances.
Similarly, we have the K-S statistic for a given density CDF

\[
KS_{\rho,k} = \sup_{\bar{\rho}} |F_{\rho,k,\text{PeMS}}(\bar{\rho}) - F_{\rho,k,\text{NGSIM}}(\bar{\rho})|
\]  

(5.36)

where \(KS_{\rho,k}\) is the K-S statistic, \(F_{\rho,k,\text{PeMS}}(\bar{\rho})\) is the empirical CDF, \(F_{\rho,k,\text{NGSIM}}(\rho) = \int_{0}^{\rho} f_{\rho}(\bar{\rho})d\bar{\rho}\) is the given CDF.

Take 12 velocity ranges as an illustration of how different lane grouping strategies influence the results in accuracy. Table 5.6 compares the K-S statistics of using middle 3 lanes and summing up all 5 lanes. The former one mainly considers the stationary lanes where traffic flow are least impacted by lane management and on/off-ramps, while the latter one ignore the lane-by-lane variations. The bold numbers show the smaller value of K-S statistic between two strategies. The stars mean the minimal KS\(_Q\) or KS\(_\rho\) among all velocity ranges for each strategy. We can find that for smaller velocity ranges, i.e. \((3 \sim 10)\) m/s, using middle 3-lane aggregated data generate better estimation accuracy for both flow rate and density, while for larger velocity ranges, i.e. \((11 \sim 15)\) m/s, using all 5-lane aggregated data generate better estimation accuracy for both flow rate and density.

In order to investigate the effects of different velocity ranges on the results, we define the following weighted mean K-S statistics with the consideration of sample size of each velocity range

\[
KS_Q = \frac{\sum k n_k KS_{Q,k}}{\sum k n_k}, \quad KS_{\rho} = \frac{\sum k n_k KS_{\rho,k}}{\sum k n_k}
\]  

(5.37)
Table 5.6: Comparison of K-S statistics of two lane grouping strategies, 12 velocity ranges.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$v$</th>
<th>Middle lanes (Lane 2 $\sim$ 4)</th>
<th>All lanes (Lane 1 $\sim$ 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Sample KS$_{Q,k}$</td>
<td>KS$_{\rho,k}$</td>
</tr>
<tr>
<td>1</td>
<td>3 $\sim$ 4</td>
<td>407</td>
<td>0.137</td>
</tr>
<tr>
<td>2</td>
<td>4 $\sim$ 5</td>
<td>493</td>
<td>0.229</td>
</tr>
<tr>
<td>3</td>
<td>5 $\sim$ 6</td>
<td>547</td>
<td>0.223</td>
</tr>
<tr>
<td>4</td>
<td>6 $\sim$ 7</td>
<td>590</td>
<td>0.173</td>
</tr>
<tr>
<td>5</td>
<td>7 $\sim$ 8</td>
<td>668</td>
<td>0.111*</td>
</tr>
<tr>
<td>6</td>
<td>8 $\sim$ 9</td>
<td>712</td>
<td>0.120</td>
</tr>
<tr>
<td>7</td>
<td>9 $\sim$ 10</td>
<td>790</td>
<td>0.150</td>
</tr>
<tr>
<td>8</td>
<td>10 $\sim$ 11</td>
<td>875</td>
<td>0.160</td>
</tr>
<tr>
<td>9</td>
<td>11 $\sim$ 12</td>
<td>765</td>
<td>0.185</td>
</tr>
<tr>
<td>10</td>
<td>12 $\sim$ 13</td>
<td>590</td>
<td>0.270</td>
</tr>
<tr>
<td>11</td>
<td>13 $\sim$ 14</td>
<td>362</td>
<td>0.211</td>
</tr>
<tr>
<td>12</td>
<td>14 $\sim$ 15</td>
<td>172</td>
<td>0.339</td>
</tr>
</tbody>
</table>

Figure 5.15 shows the comparisons between PeMS data based empirical CDF and NGSIM data based analytical CDF of flow rates and density when 5 equal velocity ranges are chosen in (3, 15) m/s, each range size of which is 2.4 m/s.

We compare 5, 10, 12, 15, 20 different but equally disaggregated velocity ranges in this paper to check if a different disaggregation period would change the estimated distributions. Table 5.7 shows the influence of the velocity range threshold. The starred number represent the minimal value of each column. Results show that the 5 velocity ranges perform better than other disaggregation plans. Once again, most K-S statistics of middles 3 lanes (Lane 2 $\sim$ 4) aggregation is smaller than all 5 lanes (Lane 1 $\sim$ 5) aggregation. We could also find that KS$_{\rho}$ < KS$_{Q}$ holds for all disaggregation plans, because the hourly flow rate is estimated by multiplying 30-second vehicle counts by 120, while the density is calculated based on 30-second time occupancies. The former one may result in a large change in hourly flow rate, e.g. 120 veh/h, if one vehicle changes in the 30-second counts, but the latter one is not so sensitive with field measurements.

To illustrate the influence of $g$-factor that link the time occupancy with density (Occupancy $\times$ 100$\%$ $\times$ 1000 / $g$-factor = Density) on estimation results. The $g$-factor (effective vehicle length plus effective detector length) is used to calculate the average vehicle speeds from the flow and occupancy data. Typically, PeMS uses an adaptive algorithm to compute the $g$-factor per each loop to provide accurate speed estimates because $g$-factor varies by lane, time-of-day, as well as the loop sensitivity. However, it’s usually difficult to obtain the time-varying $g$-factors in practice. We try to test several typical values and their sensitivity to the results. Table 5.8 and Table 5.9 list different values of $g$-factors, i.e. 5.1 m, 5.2 m, 5.3 m, 5.4 m, 5.5 m, we could find the best $g$-factor that induces the minimal weighed K-S statistics for both flow
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Figure 5.15: Comparison of CDFs based on PeMS and NGSIM datasets.

Table 5.7: The weighted average K-S statistics for different velocity intervals.

<table>
<thead>
<tr>
<th>Velocity intervals</th>
<th>Middle lanes (Lane 2 ~ 4)</th>
<th>All lanes (Lane 1 ~ 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>KS_Q</td>
<td>KS_P</td>
</tr>
<tr>
<td>5</td>
<td>0.153*</td>
<td>0.124*</td>
</tr>
<tr>
<td>10</td>
<td>0.171</td>
<td>0.147</td>
</tr>
<tr>
<td>12</td>
<td>0.179</td>
<td>0.149</td>
</tr>
<tr>
<td>15</td>
<td>0.186</td>
<td>0.143</td>
</tr>
<tr>
<td>20</td>
<td>0.195</td>
<td>0.154</td>
</tr>
</tbody>
</table>

rate and density is 5.3 m. To roughly find the regulation from the results, for slower ranges, a smaller $g$-factor may increase the accuracy of estimation results (reduced CDF difference), while for faster ranges, a larger $g$-factor may increase the accuracy of estimation results.

5.4 The Heterogeneous Platoon Model

5.4.1 Average Headway Distribution

In practice, we often encounter complex traffic dynamics which cannot be simply modeled as a homogeneous platoon. In the following discussion, we will show that average headway/spacing in a heterogeneous platoon does not follow a definite distribution. However, we will also prove that the points for heterogeneous platoons still locate within the $\alpha$-truncated envelop for homogeneous platoons.
### Table 5.8: Effects of different $g$-factors, $\text{KS}_{Q,k}$ for flow rate distributions.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$v$</th>
<th>$g$-factor</th>
<th>$g$-factor</th>
<th>$g$-factor</th>
<th>$g$-factor</th>
<th>$g$-factor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>5.5 m</td>
<td>5.4 m</td>
<td>5.3 m</td>
<td>5.2 m</td>
<td>5.1 m</td>
</tr>
<tr>
<td>1</td>
<td>3~4</td>
<td>0.236</td>
<td>0.194</td>
<td><strong>0.137</strong></td>
<td>0.144</td>
<td>0.175</td>
</tr>
<tr>
<td>2</td>
<td>4~5</td>
<td>0.346</td>
<td>0.287</td>
<td>0.229</td>
<td>0.182</td>
<td><strong>0.127</strong></td>
</tr>
<tr>
<td>3</td>
<td>5~6</td>
<td>0.340</td>
<td>0.291</td>
<td>0.223</td>
<td>0.165</td>
<td><strong>0.114</strong></td>
</tr>
<tr>
<td>4</td>
<td>6~7</td>
<td>0.171</td>
<td><strong>0.121</strong></td>
<td>0.173</td>
<td>0.222</td>
<td>0.259</td>
</tr>
<tr>
<td>5</td>
<td>7~8</td>
<td>0.183</td>
<td>0.139</td>
<td><strong>0.111</strong></td>
<td>0.160</td>
<td>0.216</td>
</tr>
<tr>
<td>6</td>
<td>8~9</td>
<td>0.201</td>
<td>0.164</td>
<td><strong>0.120</strong></td>
<td>0.118</td>
<td>0.172</td>
</tr>
<tr>
<td>7</td>
<td>9~10</td>
<td><strong>0.108</strong></td>
<td>0.123</td>
<td>0.150</td>
<td>0.179</td>
<td>0.234</td>
</tr>
<tr>
<td>8</td>
<td>10~11</td>
<td>0.117</td>
<td>0.137</td>
<td>0.160</td>
<td>0.194</td>
<td>0.228</td>
</tr>
<tr>
<td>9</td>
<td>11~12</td>
<td>0.124</td>
<td>0.168</td>
<td>0.185</td>
<td>0.206</td>
<td>0.241</td>
</tr>
<tr>
<td>10</td>
<td>12~13</td>
<td>0.207</td>
<td>0.230</td>
<td>0.270</td>
<td>0.283</td>
<td>0.297</td>
</tr>
<tr>
<td>11</td>
<td>13~14</td>
<td>0.212</td>
<td>0.215</td>
<td><strong>0.211</strong></td>
<td>0.240</td>
<td>0.248</td>
</tr>
<tr>
<td>12</td>
<td>14~15</td>
<td><strong>0.315</strong></td>
<td>0.337</td>
<td>0.339</td>
<td>0.387</td>
<td>0.318</td>
</tr>
<tr>
<td>KS$_Q$</td>
<td></td>
<td>0.194</td>
<td>0.183</td>
<td><strong>0.179</strong></td>
<td>0.194</td>
<td>0.216</td>
</tr>
</tbody>
</table>

### Table 5.9: Effects of different $g$-factors, $\text{KS}_{\rho,k}$ for density distributions.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$v$</th>
<th>$g$-factor</th>
<th>$g$-factor</th>
<th>$g$-factor</th>
<th>$g$-factor</th>
<th>$g$-factor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>5.5 m</td>
<td>5.4 m</td>
<td>5.3 m</td>
<td>5.2 m</td>
<td>5.1 m</td>
</tr>
<tr>
<td>1</td>
<td>3~4</td>
<td>0.445</td>
<td>0.406</td>
<td>0.363</td>
<td>0.309</td>
<td><strong>0.257</strong></td>
</tr>
<tr>
<td>2</td>
<td>4~5</td>
<td>0.267</td>
<td>0.222</td>
<td>0.165</td>
<td>0.126</td>
<td><strong>0.096</strong></td>
</tr>
<tr>
<td>3</td>
<td>5~6</td>
<td>0.256</td>
<td>0.221</td>
<td>0.168</td>
<td>0.123</td>
<td><strong>0.109</strong></td>
</tr>
<tr>
<td>4</td>
<td>6~7</td>
<td>0.223</td>
<td>0.177</td>
<td>0.127</td>
<td>0.089</td>
<td><strong>0.077</strong></td>
</tr>
<tr>
<td>5</td>
<td>7~8</td>
<td>0.139</td>
<td>0.091</td>
<td><strong>0.084</strong></td>
<td>0.142</td>
<td>0.174</td>
</tr>
<tr>
<td>6</td>
<td>8~9</td>
<td>0.135</td>
<td>0.091</td>
<td><strong>0.089</strong></td>
<td>0.113</td>
<td>0.142</td>
</tr>
<tr>
<td>7</td>
<td>9~10</td>
<td>0.113</td>
<td>0.079</td>
<td><strong>0.063</strong></td>
<td>0.101</td>
<td>0.120</td>
</tr>
<tr>
<td>8</td>
<td>10~11</td>
<td><strong>0.084</strong></td>
<td>0.103</td>
<td>0.135</td>
<td>0.185</td>
<td>0.218</td>
</tr>
<tr>
<td>9</td>
<td>11~12</td>
<td>0.087</td>
<td>0.128</td>
<td>0.152</td>
<td>0.169</td>
<td>0.202</td>
</tr>
<tr>
<td>10</td>
<td>12~13</td>
<td>0.108</td>
<td>0.135</td>
<td>0.183</td>
<td>0.194</td>
<td>0.241</td>
</tr>
<tr>
<td>11</td>
<td>13~14</td>
<td>0.209</td>
<td>0.219</td>
<td>0.223</td>
<td>0.227</td>
<td>0.256</td>
</tr>
<tr>
<td>12</td>
<td>14~15</td>
<td><strong>0.276</strong></td>
<td>0.278</td>
<td>0.277</td>
<td>0.316</td>
<td>0.267</td>
</tr>
<tr>
<td>KS$_\rho$</td>
<td></td>
<td>0.171</td>
<td>0.155</td>
<td><strong>0.149</strong></td>
<td>0.159</td>
<td>0.171</td>
</tr>
</tbody>
</table>
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Proposition 4. Given a heterogeneous platoon \( \tilde{\Upsilon} \) consisting of \( n \) vehicles, it can be absolutely decomposed into \( m \) homogeneous sub-platoons \( \Upsilon_k \), \( k = 1, 2, \ldots, m \), satisfying \( \bigcup_{k=1}^{m} \Upsilon_k = \tilde{\Upsilon} \) and \( \bigcap_{k=1}^{m} \Upsilon_k = \emptyset \), \( \forall k \), if \( \Upsilon_k \) keeps in congested flows, then \( \tilde{\Upsilon} \) is located within the probabilistic boundaries of congested flows as well.

Proof. Mathematical induction is incorporated to prove this proposition as follows.

When \( m = 1 \), the previously defined probabilistic boundaries of congested flows are established based on the assumption of homogeneous and stable platoons. In this simple case, \( \tilde{\Upsilon} \) is a homogeneous platoon, indicating that the speeds of \( n \) vehicles are in the same range, so the above proposition clearly holds.

When \( m = 2 \), without loss of generality, assume \( \tilde{\Upsilon} \) can be absolutely decomposed into two homogeneous sub-platoons \( \Upsilon_1 \) and \( \Upsilon_2 \), consisting of \( n_1 \) and \( n_2 \) vehicles, satisfying \( n_1 + n_2 = n \). When \( \Upsilon_1 \) and \( \Upsilon_2 \) pass through the detecting section with mean velocities of \( v_1 \) and \( v_2 \), respectively, the passing times are \( T_1 \) and \( T_2 \), let \( T_1 + T_2 = T \). Since the different speeds of the two sub-platoons, \( \bigcup_{k=1}^{m} \Upsilon_k = \tilde{\Upsilon} \) is inhomogeneous.

Suppose the mean headways of \( \Upsilon_1 \) and \( \Upsilon_2 \) are \( \bar{h}_1 \) and \( \bar{h}_2 \), respectively. Thus, the passing number of vehicles in the first platoon \( \Upsilon_1 \) is \( n_1 = T_1/\bar{h}_1 \), and the passing number of vehicles in the second platoon \( \Upsilon_2 \) is \( n_2 = T_2/\bar{h}_2 \). The mean velocity and mean headway of this larger platoon measured at this point is

\[
\bar{v} = \frac{v_1 n_1 + v_2 n_2}{n_1 + n_2} = \frac{v_1 T_1 \bar{h}_2 + v_2 T_2 \bar{h}_1}{T_1 h_2 + T_2 h_1} \tag{5.38}
\]
\[
\bar{h} = \frac{T_1 + T_2}{n_1 + n_2} = \frac{\bar{h}_1 \bar{h}_2 (T_1 + T_2)}{T_1 h_2 + T_2 h_1} \tag{5.39}
\]

Suppose the lower and upper boundary points of headway distributions are \( h^+_1 \) and \( h^+_2 \) for velocity \( v_1 \), and \( h^-_2 \) and \( h^-_2 \) for velocity \( v_2 \), satisfying \( h^-_1 \leq \bar{h}_1 \leq h^+_1 \) and \( h^-_2 \leq \bar{h}_2 \leq h^+_2 \). As shown in Figure 5.16, all the lower (upper) boundary points fall in one line, then we have the lower and upper boundary points of headway distributions for velocity \( \bar{v} \) as

\[
\bar{h}^- = \frac{h^-_1 h^-_2 (T_1 + T_2)}{T_1 h^-_2 + T_2 h^-_1}, \quad \bar{h}^+ = \frac{h^+_1 h^+_2 (T_1 + T_2)}{T_1 h^+_2 + T_2 h^+_1} \tag{5.40}
\]

Without loss of generality, we assume \( v_1 < v_2 \), then \( h^-_1 > h^-_2 \) and \( h^+_1 > h^+_2 \). Thus, we have

\[
h^-_2 < \bar{h}^- < h^-_1, \quad h^+_2 < \bar{h}^+ < h^+_1 \tag{5.41}
\]

Furthermore,

\[
\bar{h}^- \leq \bar{h} \leq \bar{h}^+ \tag{5.42}
\]

So, the points denoting this heterogeneous platoon \( \tilde{\Upsilon} \) are still within the \( \alpha \)-truncated envelop that had been determined from homogeneous platoons in the flow-density plot. Using the same decomposition trick, we can extend this conclusion to general platoons \( \forall m > 2 \) containing even more complex traffic dynamic.
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In summary, the confidence level is not only a parameter of stochastic distribution but also a physical parameter of traffic flow. On the microscopic level, it depicts the preference of drivers on spacings and headways; on the macroscopic level, it characterizes the boundaries that are obtained via distribution models and thus provides the probability that an observed point falls outside the congested flow region.

5.4.2 Validation

To check whether the predicated boundaries envelop the points in flow-density plot, we still resort to empirical PeMS data; but the aggregation time interval is set as $T = 5$ min. For each range of $v$ (except the low-velocity range between 0 and 3 m/s because of the relatively small sample size), we estimate the probabilistic boundaries based on the homogeneous platoon model as follows.

Define the CDF of $h(t)$ as $F_{h|v}$ with respective to $v$. The $\alpha/2$ lower bounds and the $(1 - \alpha/2)$ upper bounds of $h(t)$ can then be denoted as

$$F_{h|v}(\exp(\mu_h - \sigma_h \eta_{\text{lower}}) + h_0) = \frac{\alpha}{2} F_{h|v}(\exp(\mu_h - \sigma_h \eta_{\text{upper}}) + h_0) = 1 - \frac{\alpha}{2} \quad (5.43)$$

the inverse function are

$$F_{h|v, \alpha/2}^{-1} = \exp(\mu_h - \sigma_h \eta_{\text{lower}}) + h_0, \quad F_{h|v, 1-\alpha/2}^{-1} = \exp(\mu_h - \sigma_h \eta_{\text{upper}}) + h_0 \quad (5.44)$$
where $\eta_{\text{lower}}$ is the $\alpha/2$ quantile and $\eta_{\text{upper}}$ is $(1 - \alpha/2)$ quantile of the standard normal distribution $\mathcal{N}(0, 1)$, i.e. $\eta_{\text{lower}} = \Phi^{-1}(\alpha/2)$ and $\eta_{\text{upper}} = \Phi^{-1}(1 - \alpha/2)$, and $\Phi^{-1}(\cdot)$ is the inverse CDF of $\mathcal{N}(0, 1)$.

Thus, the mapped boundary points for $\bar{h}_n$ are

$$q_{\text{upper}}(v, n) = F_{Q|v, \alpha/2}^{-1} = \frac{1}{F_{\bar{h}_n|v, \alpha/2}^{-1}}$$

$$q_{\text{lower}}(v, n) = F_{Q|v, 1-\alpha/2}^{-1} = \frac{1}{F_{\bar{h}_n|v, 1-\alpha/2}^{-1}}$$

where $q_{\text{lower}}(v)$ and $q_{\text{upper}}(v)$ are the minimum/maximum flow rate, analogously, $\rho_{\text{lower}}(v)$ and $\rho_{\text{upper}}(v)$ are the minimum/maximum density, $F_{Q|v} = \int f_Q(\bar{q}) d\bar{q}$ is the CDF of average flow rate.

Since we get $q_{\text{lower}}(v) = v\rho_{\text{lower}}(v)$ and $q_{\text{upper}}(v) = v\rho_{\text{upper}}(v)$, the boundary of the 2D region of congested flow can finally be calculated as

$$\bigcup_{\forall v} (\rho_{\text{lower}}(v), q_{\text{lower}}(v)) \bigcup_{\forall v} (\rho_{\text{upper}}(v), q_{\text{upper}}(v))$$

with $v \in [\bar{v}^-, \bar{v}^+]$.

We still apply the same values of $n$ as what had been used in Figure 5.11 and Figure 5.12. Linking these upper and lower confidence bounds by linear regression method respectively, we obtain an envelope of congested flows for each particular confidence level $\alpha$. We have the following hypothesis test problem:

$$H_0 : (\rho_i, q_i) \in \text{Envelop}$$
$$H_1 : (\rho_i, q_i) \notin \text{Envelop}$$

where $(\rho_i, q_i)$ is the estimated density-flow rate points by PeMS datasets in the flow-density plane.

Figure 5.17 shows the empirical flow-density plot from the same loop detector [200], where the vehicle count and time occupancy data (aggregated from 5 lanes in the mainline) were collected from May 1 to July 31, 2005 (three months). We can see that for a small enough value of $\alpha$, e.g. $\alpha = 0.01$, most scattering points for the congested flows locate in the estimated envelope region.

The estimated envelop region shrinks when $\alpha$ increases, and the percentage of points outside the envelop decreases simultaneously. Given a truncating threshold $\alpha$, we may predict that at least $(1 - \alpha) \times 100\%$ points will fall into the envelope region. Table 5.5 compares the empirical percentage of points that fall into the envelope region and the predicted percentage under difference confidence levels. The accuracy of the estimated probabilistic boundaries are validated by comparing the statistical results of scatter PeMS data with the envelope region. For all selected $\alpha$ (we take 0.01, 0.05, 0.10, 0.15 and 0.20 as examples here), the percentages of scattering points lie outside the boundaries are all smaller than $\alpha \times 100\%$. This agreement supports the proposed stochastic platoon model, again.
Figure 5.17: The estimated probabilistic boundaries of congested flow with respect to the $\alpha$ values.

<table>
<thead>
<tr>
<th>Location</th>
<th>Confidence level $\alpha$</th>
<th>Inside envelope</th>
<th>Outside envelope</th>
<th>Accepted hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upstream</td>
<td>0.01</td>
<td>99.38%</td>
<td>0.62% &lt; 0.01</td>
<td>$H_0$</td>
</tr>
<tr>
<td>VDS 717490</td>
<td>0.05</td>
<td>97.77%</td>
<td>2.23% &lt; 0.05</td>
<td>$H_0$</td>
</tr>
<tr>
<td>SR101-S, CA</td>
<td>0.10</td>
<td>96.01%</td>
<td>3.99% &lt; 0.10</td>
<td>$H_0$</td>
</tr>
<tr>
<td></td>
<td>0.15</td>
<td>93.92%</td>
<td>6.08% &lt; 0.15</td>
<td>$H_0$</td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td>90.46%</td>
<td>9.54% &lt; 0.20</td>
<td>$H_0$</td>
</tr>
<tr>
<td>Downstream</td>
<td>0.01</td>
<td>99.28%</td>
<td>0.72% &lt; 0.01</td>
<td>$H_0$</td>
</tr>
<tr>
<td>VDS 717489</td>
<td>0.05</td>
<td>97.54%</td>
<td>2.46% &lt; 0.05</td>
<td>$H_0$</td>
</tr>
<tr>
<td>SR101-S, CA</td>
<td>0.10</td>
<td>93.23%</td>
<td>6.77% &lt; 0.10</td>
<td>$H_0$</td>
</tr>
<tr>
<td></td>
<td>0.15</td>
<td>85.77%</td>
<td>14.23% &lt; 0.15</td>
<td>$H_0$</td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td>78.32%</td>
<td>21.68% &lt; 0.20</td>
<td>$H_1$</td>
</tr>
</tbody>
</table>
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5.4.3 Boundaries of Congested Flows

Field data in Table 5.1 and 5.2 show that $\mu_h(v)$ decreases while $\mu_s(v)$ increases with vehicle velocity $v$, until reaches free velocity $v_{\text{free}}$. Roughly, the probabilistic boundary points of congested flows are approximately on two straight lines with negative slopes.

Noticing another famous assumption that the congested points lie in one sector (centers at the original point and the slopes of its bounds are the minimal flow velocity $\tilde{v}^-$ and maximum flow velocity $\tilde{v}^+$) [75], we finally get a trapezoid boundary curve for the 2D region of congested flows.

Figure 5.18 shows the estimated trapezoid 2D region with respect to different significance level $\alpha$ and vehicle numbers $n$. According to the concentration property for the sum of i.i.d. random variables [205], the variance of $\bar{h}_n$, $\bar{H}_n$ will decrease with $n$. Thus, as shown in Figure 5.18, the 2D region of congested flows will shrink with the increase of $n$.

It is worthy to notice that the probabilistic boundary lines do not cross the horizontal axis at the same point. Differently, these two lines were assumed to intersects the same point $(\rho_{\text{max}}^\alpha, 0)$ in [38, 75, 125]. One possible answer to this difference is, from the viewpoint of spacing distribution, minimum (jam) spacing is also a random variable, if the heterogeneity of drivers is considered. Some discussions on the spacing distributions for parked vehicles could be found in [109] and the references within. As a result, $\rho_{\text{max}}^\Lambda$ and $\rho_{\text{max}}^\Pi$ are different. $\rho_{\text{max}}^\Pi$ corresponds with the jam spacing chosen by the boldest driver and $\rho_{\text{max}}^\Lambda$ corresponds with the jam spacing chosen by the most cautious driver.

It is hard to judge which assumption is better at present, since we still do not have enough data for heavily congested traffic flow. In almost all studies, e.g. [150], we can just get one or few sparse points locate in the right-bottom corner of the FD. The lack of data prevents us from verifying the feature of flow-density plot, when the density approaches the maximum value. We hope that new data collected in severe congestions could help solving this puzzle in the future.

5.5 Summary

Due to unavoidable randomness of driving actions, we observe the sampling points of loop data spread in the flow-density plot. Some researchers had attempted to interpret the scattering features based on spacing/headway variations. However, to the best of our knowledge, no clear mathematical models had been proposed to fill this void in previous studies.

In this chapter, we discuss the relationships between the spacing/headway distributions, the microscopic spacing-velocity plot and also the macroscopic flow-density plot. Particularly, we propose three new viewpoints in our study:

First, we extend the conventionally deterministic Newell’s simplified car-following model into stochastic models and allow random headways/spacings in a homogeneous platoon in which vehicles run at the same velocity.
Figure 5.18: Comparison of probabilistic boundaries of congested flows in the flow-density plot at different significance levels based on headway.
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Second, we extend the conventionally deterministic reciprocal relation between headway and flow rate into a stochastic form: the reciprocal of average headway of vehicles in a homogeneous platoon and the corresponding flow rate should follow the same distribution. From this way, we could connect average headways in a platoon that pass the loop detector and the flow rate measured in the same period. In other words, we can link microscopic headways/spacings and macroscopic flow rates/densities through this stochastic platoon model.

Third, we interpret the flow-density plot by emphasizing the hidden variable “velocity”. Under the orthogonal coordinates of density and flow rate, the points seem disorderly scattering. But when we revisit these points under either the polar coordinates of velocity and flow rate or the polar coordinates of velocity and density, the hidden distribution tendency emerges.

We find that when the aggregation time interval is as short as 30 s, the measured vehicles could be viewed to belong to a homogeneous platoon, and the corresponding points distribution in the flow-density plot can be directly estimated by headway-velocity distributions or equivalently spacing-velocity distributions. As the aggregation time interval increases, the measured vehicles may belong to several separated homogeneous platoons that form heterogeneous ones. It becomes impossible to give a definite distribution for the corresponding points in the flow-density plot. But, most points for heterogeneous platoons still locate within a certain 2D region, whose boundaries can be obtained from homogeneous platoon model.
Chapter 6

Traffic Flow Breakdown Modeling Based on Headway/Spacing Distributions

6.1 Introduction

In the traditional sense of the traffic engineering, capacity is a deterministic and inherent property of a road. It has been widely used as one of the basic concepts of transportation studies and plays a significant role in field applications. Numerous studies tend to treat road capacity as a static indicator for the guidance of road design and traffic control. According to “Highway Capacity Manual 2010” [239],

**Definition 4.** Capacity is the maximum sustainable hourly flow rate at which persons or vehicles reasonably can be expected to traverse a point or a uniform section of a lane or roadway during a given time period under prevailing roadway, environmental, traffic, and control conditions.

However, the road capacity is closely associated with external conditions, such as wet and dry road conditions, lighting conditions, road traffic management measures, etc. Although some scholars have noticed the random nature of the traffic capacity, and conducted useful discussions on the impact factors, overall, the stochastic concept of traffic capacity is still in a primary stage.

Recently, in modern traffic flow theory and applications, scholars broke shackles of the traditional assumption of deterministic capacity by investigating its randomness and time variability. Unlike the deterministic definition, such a dynamic and stochastic feature of capacity influences driving behaviors, travel time distribution and the reliability of transportation systems.

At present, stochastic road capacity in bottlenecks of continuous traffic flow facilities has been widely accepted. The stochastic features of traffic capacity and the associated
traffic breakdown phenomena become a hot research topic. Traffic breakdown occurs with persistent oscillations and leads to a wide range of spatial-temporal traffic congestions, so the studies of traffic breakdown is of great significance and beneficial to maintain the smoothness and efficiency of traffic flow. Based on the mechanism of stochastic traffic breakdowns,

**Definition 5. Traffic Flow Breakdown Probability (TF-BP)** is the probability of traffic jams occurrence and upstream propagations when mathematical expectations of a particular traffic flow rate and the road capacity are given.

Based on the analysis of field measurements in Section 3.4, traffic breakdown phenomenon reflects the sudden transition between free-flow and congested states in the macroscopic perspective, spontaneously speed decreases in a relatively short time. Even in the same external conditions, observations of road capacity still show stochastic features [44], which means traffic breakdown may occur under different traffic demands. Road capacity distribution and TF-BP are closely related. And TF-BP directly reflects the reliability of traffic flow. This chapter will establish one kind of TF-BP model based on nonparametric statistics of survival data by using *Eulerian* data. Furthermore, we will build up the other kind of TF-BP model based on the headway/spacing distributions, then calibrate parameters and conduct simulations of phase diagrams by using *Lagrangian* data.

### 6.2 Nonparametric Lifetime Statistics Approach

Traffic flow breakdown is closely related to FD. By constructing the survival data of traffic capacity, we incorporate the approach of nonparametric statistics to the TF-BP problem. Under normal circumstances, TF-BP monotonically increases with the traffic flow rate. Weibull CDF is one of the most widely used curves to describe this relationship [11, 28, 29, 44, 69, 70, 71, 80, 127, 128, 163, 172, 197, 203, 220, 221]. For example, Brilon et al. [28] studied the TF-BP model based on univariate Weibull distribution by using the right censored data. They took the traffic flow breakdown phenomenon as a failure event, estimated road capacity (survival time) by nonparametric statistical analysis, and then obtained the relationship between TF-BP and the upstream traffic flow rate.

Numerically, the curve of a univariate Weibull CDF is written as

\[
W(q) = 1 - \exp \left[ -\left( \frac{q}{\alpha} \right)^\beta \right]
\]

(6.1)

where \(W(q)\) is the Weibull CDF, \(q\) is a random variable, \(\alpha\) and \(\beta\) are the scale and shape parameters.
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This model assumes TF-BP is only related with the upstream flow rate \( q_S \), the TF-BP function and its PDF are as follows

\[
F_c(q_S) = \Pr\{c \leq q_S\} = \mathcal{W}(q_S) \tag{6.2}
\]

\[
f_c(q_S) = \exp\left[-\left(\frac{q_S}{\beta}\right)^\alpha\frac{\alpha}{\beta}\left(\frac{q_S}{\beta}\right)^{\alpha-1}\right] \tag{6.3}
\]

where \( F_c(q_S) \) is the CDF of \( q_S \) or the lifetime distribution function, \( 1 - F_c(q_S) \) is the survival function, \( c \) is the stochastic road capacity, \( f_c(q_S) \) is the derivative of \( F_c(q_S) \) or the density function of the lifetime distribution (event density). Thus, the breakdown flow rate \( \bar{q}_S \) is derived by

\[
\bar{q}_S = \beta \Gamma\left(\frac{1}{\alpha} + 1\right) \tag{6.4}
\]

where \( \Gamma(n) = \int_0^\infty \exp(-x)x^{n-1}dx \).

According to the Product Limit Method (PLM) proposed by Kaplan and Meier [114], define the maximal likelihood function as

\[
L_{q_S} = \prod_{i=1}^{n} \left[ f_c(q^{(i)}_S) \right]^{\theta_i} \left[ 1 - F_c(q^{(i)}_S) \right]^{1-\theta_i} \tag{6.5}
\]

where \( q^{(i)}_S \) is the measured flow in the \( i \)th time interval, \( n \) is the number of measurements. If the mean measured speed in the \( i \)th time interval is larger than a specific threshold \( v^* \) but the value in the \( i+1 \)th time interval is smaller than \( v^* \), then \( \theta_i = 1 \); otherwise, \( \theta_i = 0 \). Take the natural logarithm on both sides of Eq. (6.5), we have

\[
\log L_{q_S} = \sum_{i=1}^{n} \left\{ \theta_i \log f_c(q^{(i)}_S) + (1 - \theta_i) \log[1 - F_c(q^{(i)}_S)] \right\} \tag{6.6}
\]

Since Kaplan-Meier’s method is based on a generalized MLE [114], the nonparametric MLE of the lifetime distribution function is

\[
\hat{F}_c(q_S) = 1 - \prod_{q^{(i)}_S \leq q_S} \frac{n_i - m_i}{n_i} \tag{6.7}
\]

where \( \hat{F}_c(q_S) \) is the PLM estimate, \( n_i \) is the number of measured flows that satisfy \( q^{(i)}_S \leq q_S \), \( m_i \) is the number of traffic congestions.

To maximize Eq. (6.5), let the partial derivatives of the likelihood function with respect to \( \alpha \) and \( \beta \) equal 0, i.e.

\[
\frac{\partial \log L_{q_S}}{\partial \alpha} = 0, \quad \frac{\partial \log L_{q_S}}{\partial \beta} = 0 \tag{6.8}
\]
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The MLE of Weibull distribution parameters are obtained as follows

\[
\frac{1}{\hat{\alpha}} = \frac{\sum_{i=1}^{n} \log q_{S}^{(i)}[q_{S}^{(i)}]^{-\hat{\alpha}}}{\sum_{i=1}^{n} [q_{S}^{(i)}]^{-\hat{\alpha}}} - \frac{1}{r} \sum_{i=1}^{r} \log q_{S}^{(i,n)} \tag{6.9}
\]

\[
\hat{\beta} = \left\{ \frac{1}{r} \sum_{i=1}^{n} [q_{S}^{(i)}]^{-\hat{\alpha}} \right\}^{1/\hat{\alpha}} \tag{6.10}
\]

where \( \hat{\alpha} \) is an implicit nonlinear equation that can be solved through numerical approximation, \( r \) is the number \( \theta_{i} = 1 \), satisfying \( 1 \leq r \leq n \), \( \{q_{S}^{(1:n)}, q_{S}^{(2:n)}, q_{S}^{(r:n)}\} \) is the corresponding flow measurements.

On this basis, Chow et al. [44] extended the univariate Weibull distribution to a bivariate Weibull distribution by taking into account the upstream traffic density \( \rho \) and mean speed \( v \). For the statistical correlation of random variables \( \rho \) and \( v \), their joint distribution is usually determined by the marginal distributions. At this point, the TF-BP can be formulated as a joint probability distribution function of density and mean speed, i.e.

\[
F_{c}(\rho, v) = C(\xi, \zeta) \tag{6.11}
\]

where \( C \) is the Copula function that can be used to describe the dependence between random variables in probability theory and statistics, \( \xi = W(\rho|\alpha_{\rho}, \beta_{\rho}), \zeta = W(v|\alpha_{v}, \beta_{v}) \), and \( \alpha_{\rho}, \beta_{\rho}, \alpha_{v}, \beta_{v} \) are the parameter of Weibull distribution, respectively. Its PDF is

\[
f_{c}(\rho, v) = \xi'\zeta'C'(\xi, \zeta) = \xi'\zeta'\frac{\partial^{2}C(\xi, \zeta)}{\partial \xi \partial \zeta} \tag{6.12}
\]

where \( \xi' = f_{c}(\rho|\alpha_{\rho}, \beta_{\rho}), \zeta' = f_{c}(v|\alpha_{v}, \beta_{v}) \).

Analogical to Eq. (6.5), define the maximal likelihood function as

\[
L_{\rho,v} = \prod_{i=1}^{n} f_{c}(\rho_{i}, v_{i}) = \prod_{i=1}^{n} f_{c}(\rho_{i})f_{c}(v_{i})C'(\xi_{i}, \zeta_{i}) \tag{6.13}
\]

let its partial derivatives with respect to \( \alpha_{\rho}, \beta_{\rho}, \alpha_{v}, \beta_{v} \) equal 0, then solve the MLE of \( \hat{\alpha}_{\rho}, \hat{\beta}_{\rho}, \hat{\alpha}_{v}, \hat{\beta}_{v} \) by numerical methods.

This section briefly reviews the non-parametric statistical TF-BP model based on survival data. Road traffic flow is analogous to the survival time, and traffic breakdown is analogous to the failure event in survival analysis. By incorporating the product limit estimation of the survival function, we obtain the approximate Weibull relationship between TF-BP and the upstream traffic flow rate. However, the nonparametric statistics based on survival data only holds for the analysis of macroscopic measurements of traffic flow, such as road traffic flow, density, mean speed, etc. But it is difficult to dig more accurate information inherent in vehicle trajectories. In-depth analysis of the inherent correlation between microscopic vehicle trajectories and macroscopic traffic flow breakdown phenomena will be conducted in the following section.
6.3 Queueing Models for Breakdown Probability

6.3.1 Backgrounds

From the macroscopic point of view, traffic breakdown phenomena can be defined as a sudden transition from a free-flow state to a congested state. It is usually characterized by an obvious traffic velocity decrease within a short period of time. In order to maintain traffic fluency, the occurrence condition of traffic breakdown attracts continuous interests in the last decade [15, 72, 118, 223].

As proven in many reports, traffic breakdown does not always occur at the same demand level, but can occur when flows are lower than the numerical value that is traditionally accepted as capacity [13, 14, 28, 29, 48, 69, 70, 80, 89, 163, 203, 220]. So, many researchers and transportation engineers investigated the relationship between traffic breakdown probability and the upstream inflow rate, e.g. [48, 220].

Usually, this relationship is depicted as a monotonically increasing curve in the plot of breakdown probability versus inflow rate. The CDF for Weibull distribution is the most frequently incorporated function to fit the sigmoid breakdown probability curve. Weibull distribution was widely observed and verified according to empirical measurements from loop detectors [11, 28, 29, 44, 69, 70, 71, 80, 127, 128, 163, 172, 197, 202, 220, 221].

Meanwhile, many researchers delved to seek dynamic explanations for these static breakdown probability curves in the last two decades. Some researchers discussed the traffic breakdown triggered by small perturbations and studied the associated queueing process [15, 62, 87, 110, 118, 252]. In some recent works, traffic breakdown phenomena at an on-ramp bottleneck received increasing interests [208, 225]. For example, Elefteriadou et al. [71], Kondyli and Elefteriadou [127], and Kondylı et al. [128] discussed the relation between merging behaviors and traffic breakdown probability so as to reduce its occurrence by optimal ramp metering control strategies. Kühne and Lüdtke [133] assumed the main road traffic flow was periodically perturbed by on-ramp vehicles. For each time, a jam queue (local congested vehicle cluster) will be generated after the merged vehicle. If this jam queue cannot dissipate before the next vehicle’s merging, it often grows into a wide jam and we can observe a traffic breakdown finally. In other words, the traffic breakdown probability is assumed to be equivalent to the survival probability of the jam queue in a pre-selected time period. Via this way, we could link the macroscopic-level traffic breakdown probability at ramping region and the microscopic-level perturbation raised vehicle queueing process. This allows us to take advantage of modeling approaches in both sides.

Newell’s simplified model [186] provides a concise but efficient way to formulate the jam queue formation, propagation and dissipation. For example, Kim and Zhang [125] developed a stochastic jam wave propagation model based on Newell’s simplified car following model to explain the growth and dissipation of a jam queue initialized by ramping vehicles. Based on their results, Son et al. [225] further proposed a Monte-Carlo simulation method to study the survival probability of a jam queue. They assumed that the deceleration and acceleration waves caused by a ramp merging disturbance propagated upwards in a stochastic...
manner. In the simulation, a traffic breakdown was assumed to occur, if the deceleration wave caused by the previous merging vehicle was not eliminated when another consecutive merging disturbance happened. After thousands of times of simulations, the percent of non-eliminated perturbations would be taken as the estimated traffic breakdown probability.

A merit of using Newell’s simplified model [186] in these models is to explain and simultaneously calculate the traffic breakdown probability according to empirical vehicular trajectories data [125, 225]. However, the above models mainly focused on the jam wave propagation properties and did not thoroughly link the formation/dissipation of jam queue to traffic breakdown probability.

To solve this problem, we propose a new concise queueing model to interpret traffic breakdown mechanism. The merits of this queueing based traffic breakdown model include:

1) It provides a simple, intuitive yet insightful explanation for the S-shape traffic breakdown probability curve observed in practice: the uncertainty of traffic breakdown mainly roots in the stochastic vehicle headways and the resulting joining times of the jam queue.

2) It further characterizes the distribution of the vehicle joining time in terms of upstream inflow rate, based on an extended Newell’s car-following model. This enables us to directly calibrate model parameters via empirical measurements on normal traffic flow.

3) It is a fast simulation model to estimate breakdown probability according to short-term measurements on headway/spacing distributions.

6.3.2 Some Previous Models

Jam wave model

In order to better describe the queueing model, let us recall some backgrounds associated with this study. To understand the complex behaviors of vehicular traffic flow, various car-following models have been proposed and analyzed. Kim and Zhang [125] and Son et al. [225] discussed how to explain and simulate traffic breakdown phenomena based upon Newell’s simplified model. In their model, a perturbation was assumed to be caused by a merging vehicle at the ramping area.

Figure 6.1 illustrates the deceleration and acceleration waves that are triggered by this sudden interruption. The solid black curves stand for the main road vehicles and the dash red curves stand for the merging vehicles. Suppose the loop detectors are deployed several meters in the upstream of the on/off-ramp bottleneck to measure the main road inflow rate, and they are plotted as a blue dash-dot line. If the deceleration and acceleration waves do not collide before the next vehicle merges from the ramp road, the jam queue will grow. Several jam queues will finally merge into a wide jam, and the wide jam will propagate backward and influence the traffic at the loop detector. From the collected data, we will observe a traffic breakdown occurs; see Figure 6.1a

On the contrary, Figure 6.1b shows the dissipation of a jam queue, in which the deceleration and acceleration waves collide before the next merging vehicle enters. The jam region
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Figure 6.1: The birth/death of jam queues from the viewpoint of Newell’s simplified model.

will not grow and the main road flow at the loop detector will not be influenced. Thus, we
will not observe a breakdown from the traffic data collected at the loop detectors.

Kim and Zhang [125] further studied whether a jam trigged by a merging vehicle could
dissipate in a time period \( \bar{H} \). Suppose the speed of the vehicle before it meets the deceleration
wave is \( v_S \), the speed of the vehicle after it meets the acceleration wave is \( v_E = v_{\text{free}} \), while
the speed of the vehicle within the jam queue is \( v_B \). The wave propagation time from
the merging vehicle to the \( n \)th vehicle in the acceleration and deceleration waves can be
respectively written as

\[
\begin{align*}
H_n^{(1)} &= \frac{1}{v_B - v_S} \left( v_B \sum_{i=1}^{n} \gamma_i^B - v_S \sum_{i=1}^{n} \gamma_i^S \right) \\
H_n^{(2)} &= \frac{1}{v_S - v_B} \left( v_E \sum_{i=1}^{n} \gamma_i^E - v_B \sum_{i=1}^{n} \gamma_i^B \right)
\end{align*}
\] 

(6.14)

where \( H_n^{(1)}, H_n^{(2)} \) are the wave propagation time of the two acceleration and deceleration
waves, \( \gamma_i^S, \gamma_i^B, \gamma_i^E \) are the gap time for the \( i \)th following vehicle to travel the spacing minus
the \( i \)th vehicle length before, within and after the deceleration wave, respectively. Due to
the stochastic wave propagation properties, \( \gamma_i^S, \gamma_i^B, \gamma_i^E \) are random variables with given
distributions.

In the ramp metering scenario, traffic breakdown is avoided when \( H_n^{(1)} = H_n^{(2)} \). So the
breakdown probability was defined by Son et al. [225] as

\[
P_B = 1 - \int_0^{+\infty} \Pr \{ H_n^{(1)} = H_n^{(2)} \leq T \} p(v_B) dv_B
\] 

(6.15)
where $P_B$ is the breakdown probability, $p(v_B)$ is the probabilistic distribution of $v_B$.

Eq. (6.15) links the macroscopic traffic breakdown phenomenon with the microscopic gap time variations. It provides us a chance to use the microscopic simulation to estimate traffic breakdown probability. The simulation results in [225] yielded an S-type curve in the breakdown probability versus inflow rate plot. This indicates that Newell’s simplified model is capable to capture the fundamental mechanism of traffic breakdown.

However, the breakdown probability curve obtained via this model is not smooth or steep enough, partly because of the insufficient modeling of gap time distribution. Therefore, we need to find a better model to fit the Weibull distribution type breakdown probability that had been verified by many empirical experiments.

**Random walk model**

As shown in Figure 6.2, when a vehicle joins the congested vehicle cluster, the jam queue increases in size; while, when a vehicle accelerates and leaves this jam queue, the jam queue decreases in size. Therefore, the rates of a vehicle that joins in/departs from the jam queue control the birth/death of it. If the joining rate is on average larger than the departing rate, a small perturbation will usually be amplified into a wide jam. Otherwise, a perturbation will finally dissipate.

\[
\frac{\partial P(n, t)}{\partial t} = \omega_+(n-1)P(n-1, t) + \omega_-(n+1)P(n+1, t)
\]

\[
- [\omega_+(n)P(n, t) + \omega_-(n)P(n, t)]
\]

(6.16)

where $P(n, t)$ is the probability function when the jam queue length is equal to $n$ at time $t$, $\omega_+(n)$ and $\omega_-(n)$ are the transition rates of the jam queue length increasing and decreasing from $n$, e.g. $\omega_+(n) = q_s$, $\omega_-(n) = 1/\tau_{out}$.

The departing rate was assumed to be a constant 2 s and the joining rate was described as a spacing-dependent car-following model. This one-dimensional random walk process is first approximated by a continuous-time diffusion process and then solved by the decomposition of the corresponding Fokker-Planck equation in these literatures. However, the solving algorithm is relatively complex.
6.3.3 G/G/1 Queueing Model

In this subsection, we will derive the traffic breakdown probability for an on-ramp freeway bottleneck on the basis of queueing theory using microscopic vehicle trajectories. The model captures the dynamic evolution of queue size in the viewpoint of birth-death process, but not only characterizes the equilibrium or steady features of jam queues. Hereafter, the merging area is assumed to be zero length for the sake of simplicity, so that on-ramp vehicles will enter the mainline only if the gap between two adjacent mainline vehicles is acceptable or large enough.

Different from models that focus on the jam wave propagation in [125, 225], we characterize traffic breakdown merely in terms of jam queue dissipating time in this paper. But other than the random walk model in [170], we use the classical queueing theory to describe the evolution dynamics of the jam queue that is assumed to be first-in-first-out (FIFO) in this paper. Moreover, we did not apply the hypothesized car-following model adopted in [170] to derive the join time of the jam queue. Instead, we use the empirical measurements on headways to characterize the join time.

In short, the most innovative part is that we take vehicle headway as the prime factor to connect the upstream inflow rate and the joining time of the jam queue. Newell [186] argued that the adjusting time was equal to the departing time and was not changeable with the velocity or the headway in front of a jam queue. However, we find vehicle headway changes with upstream inflow rate and thus influences the joining time. So, we extend the Newell model to explain their relationships. We validate the mean vehicle headway is reciprocal to the upstream inflow rate. Moreover, the distributions of vehicle headways and the joining times are tightly related.

An extension of Newell’s simplified model

There were already several extensions of Newell’s simplified model. One of these extensions assumes that $\tau_{in,i}$ (the adjusting time for the $i$th vehicle to pass the deceleration wave) are random variables due to the stochastic driving behaviors [51, 115, 223, 267]. We also assume $\tau_{in,i}$ to be random variables.

Since $\tau_{in,i}$ is tightly related with jam queue evolutions, we derive its statistic features by making the following three assumptions in the extend Newell’s simplified model:

In the previous studies [38, 40, 109], headway/spacing between two consecutive vehicles were shown to follow a family of lognormal distributions. Based on this fact, we will further show that $\tau_{in,i}$ of the $i$th vehicle roughly follows a lognormal distribution.

1) In accordance with our previous studies (Jin et al., 2009; Chen et al., 2010a, 2010b), vehicle headway/spacing are random variables that belong to shifted log-normal distributions with a constant scale parameter;

2) Since we only consider the phase transition during traffic breakdown, the vehicles either run in free flow with velocity $v_{free}$ or run in congested flow with velocity $v_{cong}$;

3) The jam propagation wave speed $w$ is constant.
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Suppose the random spacing $s_i$ of the $i$th vehicle are independent random variables among
drivers satisfying

$$s_i - s_0 \sim \text{Log-N}\left(\mu_s, \sigma_s^2\right), \ i \in \mathbb{N}^+ \quad (6.17)$$

where $s_0$ is the infimum of spacing, $\mu_s$ and $\sigma_s$ are the corresponding location and scale
parameters, respectively.

Since we only consider the phase transition during traffic breakdown, we can assume the
velocities before and after the jam wave front are two constants denoted as $v_S = v_{\text{free}}$ and
$v_B = v_{\text{cong}}$, respectively.

![Figure 6.3: An illustration of the geometric relationship between $\tau_{\text{in},i}$ and the spacing.](image)

As shown in Figure 6.3, we have the following relationship

$$d_i = s_i - v_{\text{free}}\tau_{\text{in},i} = s_{\text{cong}} - v_{\text{cong}}\tau_{\text{in},i} \quad (6.18)$$

where $s_{\text{cong}}$ is the compressed spacing in jam queue and is thus regarded to be constant.

From Eq. (6.18), we have

$$\tau_{\text{in},i} = \frac{s_i - s_{\text{cong}}}{v_{\text{free}} - v_{\text{cong}}} = \theta_1 s_i + \theta_2 \quad (6.19)$$

where $\theta_1 = (v_{\text{free}} - v_{\text{cong}})^{-1} > 0$, $\theta_2 = -s_{\text{cong}}(v_{\text{free}} - v_{\text{cong}})^{-1} < 0$ are the linear coefficients.

Notice that $s_i \sim \text{Log-N}\left(\mu_s, \sigma_s^2\right) \Rightarrow \theta_1 s_i \sim \text{Log-N}\left(\mu_s + \log \theta_1, \sigma_s^2\right)$, so $\tau_{\text{in},i}$ has a shifted
lognormal distribution with the expectation and variance

$$E[\tau_{\text{in},i}] = \theta_1 E[s_i] + \theta_2$$
$$\text{Var}[\tau_{\text{in},i}] = \theta_1^2 \text{Var}[s_i]$$

In practice, $v_{\text{free}}$ is much larger than $v_{\text{cong}}$, and $s_{\text{cong}}$ is small. So $\theta_2$ is usually very small.
In order to calibrate the parameters in the shifted log-normal distributions, we make the
following assumption:

**Proposition 5.** in general, the adjusting time $\tau_{\text{in}}$ for a vehicle to enter a jam queue roughly
follows a shifted log-normal distribution.

$$\tau_{\text{in}} - \tau_0 \sim \text{Log-N}\left(\mu_{\tau}, \sigma_{\tau}^2\right) \quad (6.20)$$
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where $\tau_0$ is the infimum of adjusting time, $\mu_\tau$ is the location parameter and $\sigma_\tau$ is the scale parameter of log-normal distribution.

The expectation (mean) and variance of $\tau_{in}$ are

$$E[\tau_{in}] = \exp(\mu_\tau + \frac{\sigma^2_\tau}{2}) + \tau_0$$

$$\text{Var}[\tau_{in}] = \exp(2\mu_\tau + \sigma^2_\tau)(\exp(\sigma^2_\tau) - 1)$$

Noticing that traffic breakdown probability is often measured versus upstream inflow rate, we need to know the distribution of $\tau_{in}$ with respect to the upstream inflow rate $q_S$.

As shown in Figure 6.5, the interarrival time of customers (vehicles) is independent and belongs to a general distribution. The remained job is to determine the influence of $q_S$ on the lognormal distribution parameters $\mu_\tau$ and $\sigma_\tau$ of $\tau_{in}$.

The relationship between the expectation of spacing $E[s_i]$ and the corresponding inflow rate $q_S$ can be written as

$$q_S = \frac{v_{\text{free}}}{E[s_i]} \forall i$$

According to Eq. (6.18), the jam propagation wave speed of the $i$th vehicle is

$$w_i = \frac{d_i}{\tau_{in,i}} = \frac{s_i}{\tau_{in,i}} - v_{\text{free}}$$

then

$$s_i = (v_{\text{free}} + w_i)\tau_{in,i}$$
The deviation of an individual backward wave speed $w_i$ to the average backward wave speed $w = \mathbb{E}[w_i]$ is so small that we can omit the difference. This property can be illustrated as Figure 6.5a, in which the white points in the left ellipse denote the traffic flow states before breakdown, and the traffic flow rate after breakdown is denoted as the red points in the right ellipse. The average backward wave speed corresponds to the slope of the dash-dot line. Each individual backward speed $w_i$ corresponds to a transition from a free-flow state (with low density) to a congested state (with high density), see the slopes of the dashed arrows in 6.5a. Generally, the traffic flow rate before any breakdown occurrence is generally not far away from maximum pre-breakdown inflow rate that was recorded. This feature guarantees that the slopes of those dashed arrows are roughly the same as the slop of the dash-dot line (or plainly, the average backward wave speed). So, we approximate $w_i$ as $w_i = w$ in the rest of this chapter.

Suppose $s_i$ and $\tau_{in,i}$ are independent random variables among drivers, get the expectations of the left and right terms of Eq. (6.23), we have

$$\mathbb{E}[s_i] = (v_{free} + w)\mathbb{E}[\tau_{in}] \quad (6.24)$$

Substitute Eq. (6.24) into Eq. (6.21), we have the relationship between the traffic flow rate $q_S$ and $\mathbb{E}[\tau_{in}]$ as

$$q_S = \frac{v_{free}}{\mathbb{E}[\tau_{in}](v_{free} + w)} \quad (6.25)$$

Figure 6.5: (a) An illustration diagram of probabilistic expectation of backward wave speed; (b) An illustration of the relationship between $q_S$ and the expectation of $\tau_{in}$.

Alternatively, Eq. (6.25) can be derived from some different approaches. As shown in Figure 6.5b, the relationship between the upstream inflow rate $q_S$ and the mean adjusting
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Time \( \tau_{\text{in},i} \) of the inflow can be written as

\[
q_S = \mathbb{E} \left[ n \left( \sum_{i=1}^{n} \tau_{\text{in},i} \left( 1 + \frac{||-\bar{W}_n||}{v_S} \right) \right)^{-1} \right] = \frac{v_S}{\mathbb{E}[\tau_{\text{in}}](v_S + w)} \tag{6.26}
\]

where \(-\bar{W}_n\) is the jam wave propagation velocity, i.e. \(-\bar{W}_n = -\sum_{i=1}^{n} \bar{w}_i\). Its scalar value \(w\) satisfies

\[
w = \frac{\sum_{i=1}^{n} ||-\bar{w}_i||_x}{\sum_{i=1}^{n} ||-\bar{w}_i||_t} = \frac{||-\bar{W}_n||_x}{||-\bar{W}_n||_t} = \mathbb{E}[w_i] \tag{6.27}
\]

The derived formulas of \(q_S\) and \(w\) are similar to the formulas that had been obtained based upon the framework of the stochastic wave propagation model [125] and the passing rate measurement [41].

We can conclude that \(\mu_\tau\) decreases with the inflow rate \(q_S\)

\[
\mu_\tau = \log \left( \frac{v_{\text{free}}}{q_S(v_{\text{free}} + w)} - \tau_0 \right) - \frac{\sigma_\tau^2}{2} \tag{6.28}
\]

Moreover, we also assume that \(\sigma_\tau\) is a constant. This assumption is partly verified via field data. Specifically, in order to capture both \(w_i\) and \(d_i\) of the \(i\)th vehicle from microscopic vehicle trajectories, Duret et al. [67] proposed a method to calculate the trajectory shift in the space-time coordinate by minimizing the distinction between simulated and experimental vehicles’ trajectories. Following this idea, Chiabaut et al. [42] estimated the jam wave velocity as

\[
||-\bar{w}\| = \arg \min_u \varepsilon(\bar{u}_{|x}(\bar{v}, u)) = \arg \min_u \sqrt{\frac{1}{K} \sum_{k=1}^{K} \left( \bar{u}_{|x}(\bar{v}_k, u) - \bar{u}_{|x}(\bar{v}_k, u) \right)^2} \tag{6.29}
\]

where \(\varepsilon(\cdot)\) means the relative standard deviation, \(-\bar{w}\) is the congestion wave speed vector, whose projection at space coordinate is the transition distance denoted as \(\bar{w}_{|x} \equiv d\), and at time coordinate is the reaction time for transition denoted as \(\bar{w}_{|t} \equiv \tau\), respectively. \(||-\bar{w}\|\) is the scalar of \(-\bar{w}\), satisfying \(||-\bar{w}\|_x = d\), \(\bar{u}_{|x}(\bar{v}_i, u)\) is the projection at space coordinate of the \(i\)th velocity range within \(n\) ranges for the passing velocity vector \(\bar{u}\), \(\bar{u}_{|x}(\bar{v}_i, u)\) is the average passing velocity for all velocity ranges.

Similarly, we can estimate \(\tau_{\text{in}}\) from vehicle trajectories as

\[
\tau_{\text{in}} = \arg \min_{\bar{u}} \varepsilon(\bar{u}_{|t}(\bar{v}, u)) = \arg \min_{\bar{u}} \sqrt{\frac{1}{K} \sum_{k=1}^{K} \left( \bar{u}_{|t}(\bar{v}_k, u) - \bar{u}_{|t}(\bar{v}_k, u) \right)^2} \tag{6.30}
\]

In order to better investigate the optimal value of \(\tau_{\text{in}}\) for every two consecutive trajectories, we only check the consecutive vehicles in a stable platoon (each vehicle remains driving
in the same lane without lane changing and the spacing between two consecutive vehicles were smaller than 50 m). Table 6.1 and Figure 6.6 show the statistics of the entering inflow rates of three 15 min intervals of the Highway 101 NGSIM dataset [190]. The five lanes mean inflow rate slightly decreased with time from 1626 veh/h to 1414 veh/h. The observed \( \tau_{in} \) include 1272 samples, with a minimum observation of 0.544 s. To identify shifted lognormal distribution, we choose the infimum of adjusting time to be \( \tau_0 = 0.4 \) s. The calibrated values of \( \hat{\mu}_\tau = E[\log(\tau_{in} - \tau_0)] \) is negative because the mean of the shifted log-normally distributed random variable \( \tau_{in} - \tau_0 \) is mainly within \((0, 1]\). The Kolmogorov-Smirnov (KS) test results for the distribution of of the total dataset at the significance level of \( \alpha = 0.01 \) show the \( p \) value is 0.040, the test statistic is 0.039, and the cutoff value for determining whether the test statistic is significant is 0.046, which is larger than the test statistic. Therefore, we accept the shifted lognormal distribution of \( \tau_{in} \). It is clear that \( \sigma_\tau \) almost keeps a constant. This partly verifies our assumption that \( \sigma_\tau \) is a constant.

In the follows, we set \( \sigma_\tau = 0.446 \). As suggested in many literatures (e.g. Kim and Zhang, 2008), we set \( w \approx 18 \) km/h = 5 m/s and \( v_{free} = 20 \) m/s in the follows. For a given \( q_S \), we can directly obtain the corresponding \( \mu_\tau \) and also the PDF of \( \tau_{in,i} \), see Figure 6.7.

### Table 6.1: Validation of the shifted lognormal \( \tau_{in} \) distribution using NGSIM dataset.

<table>
<thead>
<tr>
<th>Time period</th>
<th>7:50-8:05</th>
<th>8:05-8:20</th>
<th>8:20-8:35</th>
<th>Total dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entering vehicles (Lane 1-5)</td>
<td>2032</td>
<td>1887</td>
<td>1768</td>
<td>5687</td>
</tr>
<tr>
<td>Average inflow (veh/h/lane)</td>
<td>1626</td>
<td>1510</td>
<td>1414</td>
<td>1521</td>
</tr>
<tr>
<td>Sampling trajectories</td>
<td>339</td>
<td>469</td>
<td>464</td>
<td>1272</td>
</tr>
<tr>
<td>( v_S ) (m/s)</td>
<td>10.3</td>
<td>9.3</td>
<td>8.6</td>
<td>-</td>
</tr>
<tr>
<td>( \hat{\mu}_\tau )</td>
<td>-0.032</td>
<td>-0.023</td>
<td>-0.051</td>
<td>-0.036</td>
</tr>
<tr>
<td>( \hat{\sigma}_\tau )</td>
<td>0.457</td>
<td>0.436</td>
<td>0.448</td>
<td>0.446</td>
</tr>
<tr>
<td>( E[\tau_{in}] )</td>
<td>1.469</td>
<td>1.470</td>
<td>1.444</td>
<td>1.461</td>
</tr>
<tr>
<td>( \text{Var}[\tau_{in}] )</td>
<td>0.233</td>
<td>0.208</td>
<td>0.201</td>
<td>0.214</td>
</tr>
<tr>
<td>( p )-value</td>
<td>0.257</td>
<td>0.303</td>
<td>0.217</td>
<td>0.040</td>
</tr>
<tr>
<td>K-S statistics</td>
<td>0.055</td>
<td>0.045</td>
<td>0.049</td>
<td>0.039</td>
</tr>
<tr>
<td>Cutoff value</td>
<td>0.088</td>
<td>0.075</td>
<td>0.075</td>
<td>0.046</td>
</tr>
<tr>
<td>Accept the hypothesis</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

### G/G/1 queueing model derivation

In our model, the time for a vehicle to join this jam queue is taken as the inter-arrival time \( \tau_{in} \) of customers (vehicles). On the other side, we regard the time for a vehicle to depart from this jam queue as the service time \( \tau_{out} \) (the adjusting time for a vehicle to pass the acceleration wave). \( \{\tau_{in,i}, 1 \leq i \leq n\} \) should be a series of independently and identically shifted lognormal distributed random variables. Similar to the assumptions in [173], we first
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Figure 6.6: Lognormal fitting of the adjusting time distribution of the Highway 101 NGSIM
dataset.

Figure 6.7: The estimated probability density functions of \( \tau_{in} \) in terms of \( q_S \).
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assume $\tau_{\text{out}}$ is a constant. This assumption infer that the jam queue can be described by a G/D/1 queueing model.

According to [71, 127, 128, 171], the breakdown probability can be influenced by a variety of factors, including the geometry of ramping regions, the multilane effect and possible overtaking maneuvers. In this simplified model, we assume all these factors can be reflected as different pre-selected values of $\tau_{\text{out}}$. After entering the queue, customers (vehicles) are patient and willing to wait for infinite time before leaving this queue because overtaking behaviors are forbidden.

Clearly, the waiting buffer of this queue is also infinite, if we assume the highway is long enough. It is worthy noticing that the vehicles in the jam queue are not static but might move forwards at a small velocity. But, we only care about the size evolution of this queue but not its spatial evolution.

In summary, according to Kendall’s shorthand notation, we model this queue as a G/G/1 queue:

1) With a given inflow rate $q_S$, the arrival intervals are independent and identically distributed shifted lognormal type random numbers (General distribution of inter-arrival time, G);

2) General distribution of service time or the departing time $\tau_{\text{out},i}$ for the $i$th vehicle to pass the acceleration wave (General distribution of inter-departure time, G). Since people perform various time delays to depart from a jam queue in reality, i.e. stochastic response time during acceleration. To check the possible influence of a stochastic $\tau_{\text{out}}$, we could assume that $\tau_{\text{out},i}$ is a random variable whose mean value keeps constant. For simplicity, we assume $\{\tau_{\text{out},1}, \ldots, \tau_{\text{out},n}\}$ to be i.i.d. Gaussian random variables in this paper as

$$\tau_{\text{out}} = c + \varepsilon$$  \hspace{1cm} (6.31)

where $c$ is a constant that denotes the default value of departing time, $\varepsilon \sim \mathcal{N}(0, 0.2^2)$ is the Gaussian white noise.

3) only one server or single lane.

4) Stochastic extra delay of the first vehicle. The duration of the merging disturbance is stochastic and associated with many vehicle dynamic factors, e.g. merging vehicle velocity, accepted gap. We could consider all these factors simultaneously by taking the assumption that $\kappa$ is also a random variable. Because we do not have enough a priori knowledge on its real distribution, without loss of generality, we assume $\kappa$ is under Gaussian type white disturbances

$$\kappa = 0.5 + \mathcal{N}(0, 0.2^2)$$  \hspace{1cm} (6.32)

The initial size of this queue is one vehicle (the first vehicle influenced by the merging vehicle). Then, the survival process of this jam queue can be depicted by a set of mutual and independent probabilistic events $\{A_i, i \in \mathbb{N}^+\}$, satisfying $\bigcap_{i=1}^{+\infty} A_i = \emptyset$ and $\bigcup_{i=1}^{+\infty} A_i = \Omega$, where $A_i$ denotes that the $i$th vehicle leaves the jam queue.

We can characterize traffic breakdown mainly in terms of jam queue dissipating time. More precisely, we have
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1) The probability that this queue dissipates, when the first vehicle leaves (i.e., in 2 second), is

$$P_1 = \Pr \{A_1\} = \Pr \{\tau_{in}(1) - \kappa \geq \tau_{out}\} \quad (6.33)$$

where the random variable is $$\tau_{in}(1) = \tau_{in,1}$$, $$\kappa$$ is the disturbance delay of the first vehicle. Since the first vehicle interrupted by the merging disturbance has a relatively shorter time to adjust its velocity, we introduce an extra delay $$\kappa$$. As a result, the breakdown probability will become larger, and we will discuss the sensitivity of the breakdown probability to $$\kappa$$.

2) the probability that this queue dissipates, right when the second vehicle leaves (in other words, in 4 s), is

$$P_2 = \Pr \{A_2\} = (1 - P_1) \Pr \{\tau_{in}(2) - \kappa \geq 2\tau_{out}|\tau_{in}(1) - \kappa < \tau_{out}\} \quad (6.34)$$

where the random variable is $$\tau_{in}(2) = \tau_{in,1} + \tau_{in,2}$$. The first part $$1 - P_1$$ means Scenario 2) $$A_2$$ happens only if Scenario 1) $$A_1$$ does not happen.

3) Similarly, for $$i \geq 2$$, the probability that this queue dissipates, right when the $$i$$th vehicle leaves, is

$$P_i = \Pr \{A_i\}$$

$$= \left(1 - \sum_{j=1}^{i} P_j\right) \Pr \{\tau_{in}(i) - \kappa \geq i\tau_{out}|\tau_{in}(1) - \kappa < \tau_{out}, ..., \tau_{in}(i-1) - \kappa < (i-1)\tau_{out}\} \quad (6.35)$$

where the random variable is $$\tau_{in}(i) = \sum_{j=1}^{i} \tau_{in,j}$$.

Thus, for a large $$n$$, the truncated approximation of the breakdown probability is

$$P_B = P_{+\infty} \approx 1 - \sum_{i=1}^{n} P_i = \bigcap_{m=1}^{n} A_m^C$$

$$= \Pr \{A_m^C|A_{m-1}^C, ..., A_1^C\}$$

$$= \Pr \{\tau_{in}(1) < \tau_{out} + \kappa, ..., \tau_{in}(n) < n\tau_{out} + \kappa\} \quad (6.36)$$

where $$A_m^C$$, $$m = 1, ..., n$$ is the complementary set of $$A_m$$, $$\tau_{in}(n) = \sum_{i=1}^{n} \tau_{in,i}$$ is the summation of the adjusting time of $$n$$ vehicles.

The conditional probability in Eq. (6.36) leads to complicated convolution calculations and is thus difficult to analytically solve. The upper and lower bounds of $$P_B$$ can be derived as follows.

The PDF of $$\tau_{in}$$ is

$$f_{\tau}(\tau_{in}) = \frac{1}{\sqrt{2\pi}\sigma_{\tau}(\tau_{in} - \tau_0)} \exp \left(- \frac{(\log(\tau_{in} - \tau_0) - \mu_{\tau})^2}{2\sigma_{\tau}^2}\right) \quad (6.37)$$

The CDF is

$$\mathcal{F}(\tau_{in}) = \Phi \left(\frac{\log(\tau_{in} - \tau_0) - \mu_{\tau}}{\sigma_{\tau}}\right) \quad (6.38)$$
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where \( \Phi (\cdot) \) is the standard normal distribution function.

Although there is no closed form of distribution for a sum of i.i.d. lognormal random variables, the summation of the characteristic time approximately belongs to the lognormal type distribution \( 16, 17, 182, 216 \), i.e.

\[
\tau_{in}(m) - m\tau_0 \sim \text{Log-N} \left( \mu_{\tau(m)}, \sigma^2_{\tau(m)} \right), \quad 1 \leq m \leq n
\]

where \( \tau_{in}(m) = \sum_{i=1}^{m} \tau_{in,i} \). Thus, the CDF of \( \tau_{in}(m) - m\tau_0 \) is

\[
F_m(\tau_{in}(m)) \approx \Phi \left( \frac{\log(\tau_{in}(m) - m\tau_0) - \mu_{\tau(m)}}{\sigma_{\tau(m)}} \right)
\]

where the parameters are

\[
\begin{align*}
\sigma^2_{\tau(m)} &= \log[\exp(\sigma^2_{\tau}) + m - 1] - \log m \\
\mu_{\tau(m)} &= \mu_{\tau} + (\sigma^2_{\tau} - \sigma^2_{\tau(m)}/2 + \log m
\end{align*}
\]

and the expectation and variance of \( \tau_{in}(m) \) is

\[
\begin{align*}
\text{E}[\tau_{in}(m)] &= \exp(\mu_{\tau(m)} + \sigma^2_{\tau(m)}/2) + m\tau_0 = m\exp(\mu_{\tau} + \sigma^2_{\tau}/2) + m\tau_0 = m\text{E}[\tau_{in}] \\
\text{Var}[\tau_{in}(m)] &= \exp(2\mu_{\tau(m)} + \sigma^2_{\tau(m)})(\exp(\sigma^2_{\tau(m)}/2) - 1) = m^2\text{Var}[\tau_{in}]
\end{align*}
\]

One lower bound of \( P_B \) is

\[
P_B \geq \text{Pr} \{ \tau_{in}(n) < n\tau_{out} + \kappa \}
\]

\[
\geq \sum_{m=1}^{n} \text{Pr} \{ \tau_{in}(m) < m\tau_{out} + \kappa \} - n + 1
\]

\[
= \sum_{m=1}^{n} F_m(m\tau_{out} + \kappa) - n + 1
\]

At the same time, another lower bound of \( P_B \) is

\[
P_B \geq \text{Pr} \{ \tau_{in,1} < \tau_{out} + \kappa \} \prod_{i=2}^{n} \text{Pr} \{ \tau_{in,i} < \tau_{out} \}
\]

\[
= F(\tau_{out} + \kappa)[F(\tau_{out})]^{n-1}
\]

\[
= \Phi \left( \frac{\log(\tau_{out} - \tau_0 + \kappa) - \mu_{\tau}}{\sigma_{\tau}} \right) \times \left[ \Phi \left( \frac{\log(\tau_{out} - \tau_0) - \mu_{\tau}}{\sigma_{\tau}} \right) \right]^{n-1}
\]
Therefore, the lower bound of $P_B$ is the maximum of the right terms in Eq. (6.43) and Eq. (6.44).

On the other hand, one upper bound of $P_B$ is

$$P_B \leq \min_{1 \leq m \leq n} \{ \Pr \{ \tau_{\text{in}}(m) < m\tau_{\text{out}} + \kappa \} \}$$

$$\approx \min_{1 \leq m \leq n} \{ F_m (m\tau_{\text{out}} + \kappa) \}$$

$$= \min_{1 \leq m \leq n} \left\{ \Phi \left( \frac{\log (m(\tau_{\text{out}} - \tau_0) + \kappa) - \mu_\tau(m)}{\sigma_\tau(m)} \right) \right\}$$

(6.45)

It is worthy to note that the equalities in the formulated lower and upper bounds of $P_B$ can be satisfied if and only if the events $\{ \tau_{\text{in}}(m) < m\tau_{\text{out}} + \kappa, m = 1, ..., n \}$ are independent. However, these estimated bounds are not so tight in general.

Monte-Carlo simulation procedure and results

The conditional probabilities in Eq. (6.36) consist of complicated convolution calculations and are thus difficult to analytically solve. In order to calculate the accurate traffic breakdown probability, we need to resort to Monte-Carlo simulations [112]. More precisely, we will simulate to check whether a newly formed jam queue could dissipate in a given time period $H_n$, e.g. $H_n = 1$ min.

As illustrated in Figure 6.5b, the number of approaching vehicles within a time period $H_n$ is about $\hat{n} = \lfloor q_S H_n \rfloor$, where $\lfloor z \rfloor$ denotes the largest integer not greater than $z$. We do not need to simulate for a long time period $H_n$ that is larger than 60 s, because $\Pr \{ \tau_{\text{in}}(n) < n\tau_{\text{out}} + \kappa \} \rightarrow 1$ for a large enough $n$. This further reduces our simulation time.

The basic simulation outflow is shown in Figure 6.8, which includes the following steps:

**Step 0:** Given the upstream inflow $q_S$, $\tau_{\text{out}}$ and a long enough time window $H_n$. Initialize the number of traffic breakdown $B = 0$.

**Step 1:** Generate $\hat{n}$ i.i.d. random variables $\{ \tau_{\text{in},1}, ..., \tau_{\text{in},\hat{n}} \}$ that follow the lognormal distribution with $\bar{\mu}_\tau$, $\bar{\sigma}_\tau^2$. Check whether the breakdown criteria in Eq. (6.36) is satisfied, if yes, let $B = B + 1$; if no, go to Step 2.

**Step 2:** Repeat Step 1 for 10000 times.

**Step 3:** Calculate the simulated breakdown probability as $P_B(q_S) = B/10000$. Choose another value of $q_S$ and repeat the whole procedure until we obtain the entire traffic breakdown curve.

In the following simulation, we increase $q_S$ from 1000 veh/h to 2500 veh/h with a step of 50 veh/h to get the traffic breakdown probability curve. We designed several experiments to test the proposed model. Constrained by the length limit, we only present two most important experiments in this thesis.

In the first experiment, we examine the possible influence of departing time on traffic breakdown probability. Particularly, we are interested whether the proposed queueing model performs significantly different when we adopt the constant departing time as [170, 134] instead of the stochastic departing time.
Figure 6.8: Estimation approach by Monte-Carlo method.

Figure 6.9 shows the simulation results of traffic breakdown probability curves with different $\tau_{out}$ varying from 1.5 s to 2.0 s, given $\kappa = 0.5$ s. All of these curves show non-decreasing S-style features, which are consistent with many other studies [163, 225, 248].

In order to compare the simulation results with the widely used Weibull CDF curve, we use the least-squares criteria to obtain the Weibull CDF curve that best fits the simulated traffic breakdown probability curve

$$R(\alpha, \beta) = \sum_{qs} (W(q_s|\alpha, \beta) - P_B(q_s))^2$$

where $R(\alpha, \beta)$ is the square residuals between the breakdown probability curve $P_B(q_s)$ and the Weibull distribution with parameters of $\alpha, \beta$. The fitting parameters can be gotten as

$$\hat{\alpha}, \hat{\beta} = \arg \min_{\alpha, \beta} R(\alpha, \beta)$$

then, the least-squares residual is

$$\text{LSR} = \sum_{qs} \left( W(q_s|\hat{\alpha}, \hat{\beta}) - P_B(q_s) \right)^2$$
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![Graph showing comparisons between the G/G/1 queueing model and the fitting Weibull distributions in terms of $\tau_{out}$, given $\kappa = 0.5$ s.]

Figure 6.9: Comparisons between the G/G/1 queueing model and the fitting Weibull distributions in terms of $\tau_{out}$, given $\kappa = 0.5$ s.

Table 6.2: Comparisons of the optimal Weibull distributions between G/D/1 queueing models, given $\kappa = 0.5$ s.

<table>
<thead>
<tr>
<th>$\tau_{out}$</th>
<th>$\hat{\alpha}$</th>
<th>$\hat{\beta}$</th>
<th>LSR/$10^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>2127.3</td>
<td>11.9</td>
<td>47.3</td>
</tr>
<tr>
<td>1.6</td>
<td>2009.9</td>
<td>11.0</td>
<td>52.7</td>
</tr>
<tr>
<td>1.7</td>
<td>1902.0</td>
<td>10.5</td>
<td>52.5</td>
</tr>
<tr>
<td>1.8</td>
<td>1810.2</td>
<td>10.0</td>
<td>52.6</td>
</tr>
<tr>
<td>1.9</td>
<td>1724.8</td>
<td>9.5</td>
<td>53.9</td>
</tr>
<tr>
<td>2.0</td>
<td>1646.9</td>
<td>9.2</td>
<td>51.5</td>
</tr>
</tbody>
</table>

Table 6.2 compares the fitting parameters for Weibull distributions shown in Figure 6.9 by using the least-squares residual. As the increase of $\tau_{out}$ in the G/D/1 queueing model, both the estimated scale parameter $\hat{\alpha}$ and shape parameter $\hat{\beta}$ decrease, and the estimated Weibull distributions move leftwards.

We set $v_{free} = 20$ m/s, $w = 5$ m/s, $H_n = 60$ s in the simulations. Test results show that the curves obtained by the G/G/1 queueing model are not as steep as the Weibull CDF type breakdown probability curves, especially when $q_S$ approaches the maximum pre-breakdown inflow rate that had been recorded. Moreover, the traffic breakdown probability curve moves rightward when $\tau_{out}$ decreases. In particular, when $\tau_{out}$ is reduced by 0.1 s, the mean road capacity will increase by around 6%.

We set $v_{free} = 20$ m/s, $w = 5$ m/s, $H_n = 60$ s in the simulations. Test results show that the curves obtained by the G/G/1 queueing model are not as steep as the Weibull CDF type breakdown probability curves, especially when $q_S$ approaches the maximum pre-breakdown inflow rate that had been recorded. Moreover, the traffic breakdown probability curve moves rightward when $\tau_{out}$ decreases. In particular, when $\tau_{out}$ is reduced by 0.1 s, the mean road capacity will increase by around 6%.

Figure 6.10 shows the sensitivity analysis results of $\kappa$, when $\tau_{out} = 2.0$ s and other
parameters are equal to Figure 6.9. Generally, the larger the extra delay $\kappa$ is, the larger the breakdown probability will be. As illustrated in Figure 6.10a, a larger $\kappa$ will notably shift the breakdown probability curve upper-left and make it more steep. Figure 6.10b shows the LSR values almost decrease with $\kappa$ for all $\tau_{\text{out}}$ values. It indicates that when we choose a larger value of $\kappa$, the simulation curve will better fit with the CDF curve of Weibull distribution.

![Figure 6.10: Parameter sensitivity of $\kappa$, given ($\tau_{\text{out}} = 2.0$ s).](image)

Figure 6.10: Parameter sensitivity of $\kappa$, given ($\tau_{\text{out}} = 2.0$ s).

Figure 6.11 shows that the differences of these two kinds of breakdown probability curves are quite small. The queueing model yields non-decreasing sigmoid breakdown probability curves and captures dominant factors that govern the traffic breakdown dynamics around an on-ramp bottleneck, which are consistent with many other studies [163, 225, 251]. The stochastic $\tau_{\text{out}}$ curves are usually a little lower than the deterministic curves. Moreover, the traffic breakdown probability curve moves rightward when $E[\tau_{\text{out}}]$ decreases.

In the second experiment, we investigate the possible impact of additive disturbance $\kappa$ on traffic breakdown probability. Figure 6.12 shows that $E[\kappa]$ dominates the shape of breakdown probability curve. Generally, the larger $E[\kappa]$ is, the larger breakdown probability will be. Moreover, $E[\kappa]$ notably shifts the breakdown probability curve upper-left and makes it much steeper.

### 6.3.4 Discussions

Now, we can come back to the initial question: *what on earth leads to the Weibull type breakdown probability curve?* Our answer is the dominating factor should be the average headway that changes with the main road flow rather than the shape of vehicle headway distribution.
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Figure 6.11: Breakdown probability curves of the stochastic and deterministic departing time $\tau_{\text{out}}$.

Figure 6.12: Breakdown probability curves with different extra delays $\kappa$. 
Based on Newell’s model, the average headway will decrease as the inflow rate increases, which leads to a longer existing time of the jam queue and thus a larger probability of breakdown. So, traffic breakdown probability is sensitive to the relation between the average jam queue joining time $\tau_{in}$ and the jam queue departing time $\tau_{out}$. As a result, we could observe a sharp increase of breakdown probability around the critical flow rate, where $\tau_{in} = \tau_{out}$.

Further simulations indicate that we could observe a similar (but slightly different) breakdown probability curve, if we use another one-peak, smooth and right skewed distribution model with keep the same mean value and variance; because the dominating factor should be the average headway that changes with the main road flow.

We will categorize three kinds of jam queues associated with ramping vehicle disturbances by using a simplified temporal-spatial queueing model. The jam queue width will decrease if $\tau_{in} > \tau_{out}$, keep constant if $\tau_{in} = \tau_{out}$, and increase if $\tau_{in} < \tau_{out}$. Further simulations indicate that we could observe a similar (but slightly different) breakdown probability curve, if we use other one-peak, smooth and right skewed distribution models instead of the shifted log-normal distribution model and keep the same mean value and variance; because the dominating factor should be the average headway that changes with the main road flow, and the PDF shapes will not influence the breakdown probability curve too much.

Besides, we may sometimes observe the so called pinned localized clusters, which stay at a fixed location over a longer period of time but do not grow into severe congestions [92, 217, 241, 244]. Usually, traffic velocity and throughput will not be significantly influenced when vehicles pass pinned localized clusters or moving localized clusters. Since the formed jam queue did not dissipate in a given time, the proposed model will mistakenly treat such phenomena as traffic breakdowns. However, the existing condition of such phenomena is relatively strict so that the occurring probability of such phenomena is quite small. Neglecting such phenomena in our simulations will not notably change the shape of traffic breakdown probability curve.

### 6.3.5 Model Validation

To validate the breakdown probability estimation algorithm, we compare the simulated breakdown probability curves with the field measurements of breakdown events.

We first extract the three-month (June 1 to August 31, 2005), 5-min interval, lane-by-lane vehicle counts, speeds and occupancies from the loop detectors at Station 717490 on the southbound Highway 101, California, via Performance Measurement System [201]. This is the same site where the trajectory data of NGSIM 101 Highway were collected. The NGSIM trajectory data used here were collected on Wednesday, June 15, 2005. We use the average values across five lanes to calculate the traffic breakdown probability curve. Figure 6.13 shows the empirical relationships between flow rates and speed (or occupancy). The critical speed and occupancy that correspond to the maximum flow rate (i.e. road capacity) are approximately 88.5 km/h and 15%, respectively.
In this thesis, we define the so called pre-breakdown flow rate estimated from time occupancies similarly to [163]: if the occupancy at time $t$ is smaller than the critical occupancy, i.e. $O(t) < O_c$, and $O(t + 1), O(t + 2), O(t + 3) > O_c$, then the flow rate at time $t$, i.e. $q(t)$, is the pre-breakdown flow rate. Figure 6.14 gives an example of one-day time series of flow rates and time occupancies, in which two breakdown events were observed. The breakdowns occurred at 7:15 am in the morning rush hour and 5:45 pm in the afternoon rush hour, respectively. The corresponding breakdown flow rates are 2,131 veh/h and 1,646 veh/h, respectively. Totally, we observed 118 breakdown events from the three-month field measurements. The minimum and maximum breakdown flow rates are 835 veh/h and 2,166 veh/h, respectively.

The product-limit method (PLM) adopted from [28] was applied in this study. Figure 6.15 shows the empirical and simulated breakdown probabilities. The parameters in the G/G/1 model were calibrated from NGSIM dataset as: $\hat{\mu}_\tau = -0.036, \hat{\sigma}_\tau = 0.446, E[\tau_{in}] = 1.461$ s, $\tau_0 = 0.4$ s. Since we do not have a prior knowledge on the expectations of $\tau_{out}$ and $\kappa$, they are assumed to be equal to the mean value of $\tau_{in}$, i.e. $E[\tau_{out}] = E[\kappa] = E[\tau_{in}] = 1.461$ s.

The comparison shows that the predicted breakdown probability estimations could fit well with field measurements by loop detectors. These curves yield an analogous tendency and curvature, which validate the proposed queueing based breakdown probability estimation method in this paper. However, we also find that the simulated curve is a little lower than the empirical curve since 2,000 veh/h. This is mainly because the proposed model does not thoroughly describe the “self-compressions” phenomena happened in practice [92, 217]. Indeed, when the upstream inflow rate becomes larger than a threshold (i.e. 2,000 veh/h), the newly developing small jam queues will soon merge into a large jam queue whose dissipating speed is much slower than that of the small jam queues.
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Figure 6.14: Characteristics of breakdown flow rates.

Figure 6.15: Comparison of the breakdown probabilities.
6.3.6 Summary

In this section, we study the evolution process of a jam queue initialized by an on-ramp vehicle and calculate the resulting traffic breakdown probability from a microscopic viewpoint using vehicle trajectories. Different from many previous studies that discuss the relationship between jam wave propagation and breakdown probability, we address on the size evolution of the jam queue instead of its spatial evolution.

Following this idea, a simple G/G/1 queueing model is proposed based on Newell’s simplified car-following model. We show that the growth and dissipation of a jam queue are controlled by two competing stochastic processes: the upstream vehicle joining process and downstream vehicle departing process. The average joining rates are governed by the upstream inflow rate, while the departing rates are assumed to be stochastic (we incorporate the normal distribution to departing time). With the increase of the inflow rate, the average joining rate grows significantly but the departing rate is constrained, which therefore yields the sharply increase of traffic breakdown probability when upstream inflow rates approach the capacity flow rate. Monte-Carlo simulation examples show that the simulated breakdown probability curves agree with empirical breakdown probability curve.

The main merit of the proposed intuitive model in this paper is that it links the microscopic measurement (headways/spacings of an individual vehicle or platoons) and macroscopic measurement (traffic breakdown phenomena, dynamics of jam formation, propagation and dissipation).

Although a practical model of breakdown probability should be more complex to include weather, surface condition, and sight quality, et al., we believe this queueing model is useful and could be further applied in many applications, including designing optimal ramp metering strategies [123, 127] and cooperative driving strategies.

6.4 Phase Diagram Analysis

6.4.1 Backgrounds

Congestions caused by on-ramp flow remain as an important research topic during the last 50 years. In order to describe the formation, evolution and dissipation of such congestions, various models had been proposed [5, 33, 38, 58, 66, 97, 116, 117, 137, 140, 164, 181, 217, 241, 244, 260, 272]. Particularly, the “phase diagram” approach received increasing interests in the last decade, since it provided a tool to categorize the rich congestion patterns and explain the origins of some complex phenomena.

The term of “phase” is borrowed from thermodynamics into traffic flow theory to denote different spatial-temporal states (patterns) of traffic flows. Usually, we enumerate the possible conditions and plot all the observed traffic states into one diagram, from which we can semi-quantitatively determine the phase transition conditions.

One application of phase diagram is to sketch the boundaries of different congestion patterns observed in ramping regions on freeways. If the ramping flow rate exceeds a certain
limit, we observe two kinds of congestions: spatially localized and spatially extended congestions. In the first kind of congestions, the jam queue of vehicles will be restricted within a certain low-velocity region whose length is roughly stable over time. Differently, in the second kind of congestions, the lengths and locations of low-velocity regions may change over time. We can further classify these congestions into several categories, e.g. moving jam queues and stop-and-go waves, etc. By examining the conditions and boundaries of these traffic congestion patterns, we can gain more insights into traffic flow dynamics.

In order to reproduce and then explain the empirical phase diagram observed in practice, some microscopic car-following and lane-changing models had been proposed and discussed in the last two decades [38, 97, 116, 164, 217, 241, 244]. However, most of these models incorporated quite a lot of parameters and were thus relatively too complicated to calibrate or analyze quantitatively. This problem hinders us from discovering the governing power that characterizes the mechanism of phase formation and transition.

To solve this problem, we propose a spatial-temporal queueing model to depict traffic jams via the minimum number of parameters and rules. The new model applies a specialized Newell’s simplified model [186] to describe the trajectories of vehicles. As a result, we can link individual vehicle movements and the resulting congestion patterns. This helps reveal the factors that dominate the formations and transitions of different congestion patterns.

To present a detailed discussion on these new findings, a new queueing model for traffic congestions is presented based on the extended Newell’s simplified model. This study further discuss how to apply this queueing model to obtain the analytical phase diagram for a typical ramping region and provides simulation results to support the derivation.

6.4.2 The Spatial-Temporal Queueing Model

Newell’s simplified model [4, 125, 186, 225, 266, 267] characterizes how a vehicle changes its speed according to its leading vehicle. When the vehicles run on a homogeneous highway, this model assumes that the time-space trajectory of the following vehicle is the same as the leading vehicle, except for a transformation in both space and time.

Based on Newell’s simplified model, Kim and Zhang analyzed the growth and dissipation of jam queue caused by perturbations [125]. It was shown that stochastic reaction times of drivers resulted in stochastic ac/deceleration wave speeds and thus led to random growth/decay of disturbances.

Differently in [170, 171, 172, 173], the temporal evolution instead of the spatial evolution of a jam queue was addressed. The evolution is characterized by how a vehicle joins in and departs from it. Thus, we can depict the evolution dynamics of the jam queue as a diffusion process as well.

Similarly, we can describe the jam queue as a first in first out (FIFO) queue system and then depict its temporal evolution by queueing theory. But, if we want to simultaneously describe the spatial evolution features of congestion patterns, we need a new queueing model that also considers the spatial evolution of a jam queue.
In the follows, let us consider a specialized Newell's model that focuses on the scenario of congestion propagations. For the sake of simplicity, we assume that there exist only two kinds of vehicle velocities: free-flow velocity $v_{\text{free}}$ and congested velocity $v_{\text{cong}}$. Therefore, we only have two kinds of slopes for all the piecewise-linear trajectories shown in Figure 6.16a. Obviously, the birth/death of a jam queue is controlled by the rate of vehicles that join in/depart from it. If the joining rate is on average larger than the departing rate, a small perturbation will grow into a wide jam. Otherwise, the perturbation will dissipate finally. As shown in Figure 6.16a, we define the joining time and departing time for the $i$th vehicle as $\tau_{\text{in},i}$ and $\tau_{\text{out},i}$, respectively. In the rest of this section, we will show that the congestion patterns are indeed determined by $\tau_{\text{in},i}$ and $\tau_{\text{out},i}$ through an implicit way.

Moreover, we assume the propagation velocity of upstream shock front (congestion wave) as $w$, i.e. the slope of the dashed arrow in Figure 6.16a; when the leading $(i - 1)$th vehicle joins a jam queue, the following $i$th vehicle will adjust its velocity after a spatial displacement of

$$d_i = w\tau_{\text{in},i} \quad (6.49)$$

According to the geometric relationship shown in Figure 6.16a, the development of spacing between two vehicles can be written as

$$s_{\text{before}} = (v_{\text{free}} + w)\tau_{\text{in},i}$$
$$s_{\text{cong}} = (v_{\text{cong}} + w)\tau_{\text{in},i}$$
$$s_{\text{after}} = (v_{\text{cong}} + w)\tau_{\text{in},i} + (v_{\text{free}} - v_{\text{cong}})\tau_{\text{out}} \quad (6.50)$$

where $s_{\text{before}}$ is the spacing before the $i$th vehicle joining the jam queue, $s_{\text{cong}}$ is the spacing within the jam queue, and $s_{\text{after}}$ is the spacing after the $i$th vehicle departing from the jam queue.

Moreover, we can denote the corresponding headway as

$$h_{\text{before}} = s_{\text{before}}/v_{\text{free}} = (v_{\text{free}} + w)\tau_{\text{in},i}/v_{\text{free}} \quad (6.51)$$

Therefore, the change of spacing through a jam queue is

$$s_{\text{after}} - s_{\text{before}} = (v_{\text{free}} - v_{\text{cong}})(\tau_{\text{out}} - \tau_{\text{in},i}) \quad (6.52)$$

If $\tau_{\text{in},i} < \tau_{\text{out}}$, the spacing becomes larger after the jam queue; if $\tau_{\text{in},i} = \tau_{\text{out}}$, the spacing maintains constant, which is the assumption in Newell's simplified model [186]; if $\tau_{\text{in},i} > \tau_{\text{out}}$, the spacing becomes smaller after the jam queue.

As illustrated in Figure 6.16b, in order to get the spatial evolution of a jam queue, we only need to determine the speed changing points of each vehicle and then link these points via a series of lines segments with known slopes. When the first vehicle is determined, we will take a two-step recursive method to get the trajectories of the following vehicles: first determine the time axis of a speed changing point and then get its associated spatial axis via the following geometric assumptions.
In the first jam queue, suppose the first ramping vehicle’s merging point is $P_{0}^{(1)}(t_{0}^{(1)}, x_{0}^{(1)})$, where the superscript “(1)” denotes the first jam queue and the subscript “0” represents the merging vehicle. Denote the first deceleration point of the first influenced vehicle on main road as $P_{d,1}^{(1)}(t_{d,1}^{(1)}, x_{d,1}^{(1)})$ in the plot. If the deceleration wave of the first vehicle influences the speed of its following vehicle, we can determine the first deceleration point $P_{d,2}^{(1)}(t_{d,2}^{(1)}, x_{d,2}^{(1)})$ of the second vehicle by

$$
\begin{align*}
    t_{d,2}^{(1)} &= t_{d,1}^{(1)} + \tau_{in,2}^{(1)} \\
    x_{d,2}^{(1)} &= x_{d,1}^{(1)} - w\tau_{in,2}^{(1)}
\end{align*}
$$

where $\tau_{in,2}^{(1)}$ is the join time of the second vehicle in the first jam queue.

This determination process of deceleration points can be formulated as the following recursion

$$
\begin{align*}
    t_{d,i}^{(1)} &= t_{d,i-1}^{(1)} + \tau_{in,i}^{(1)} \\
    x_{d,i}^{(1)} &= x_{d,i-1}^{(1)} - w\tau_{in,i}^{(1)}
\end{align*}
$$

where $\tau_{in,i}$ is the join time of the $i$th vehicle in the $i$th jam queue.

Suppose this propagation process in the first jam queue is denoted as $P_{d,1}^{(1)} \rightarrow P_{d,2}^{(1)}$. Similarly, we can sequentially determine the deceleration points for the vehicles coming next, i.e. $P_{d,i}^{(1)} \rightarrow P_{a,i}^{(1)}$, $i = 2, 3, \ldots$.

As suggested in [170, 171, 172, 173], we assume a constant departing time of $\tau_{out}$ for any vehicle. So, we can determine the acceleration point $P_{a,1}^{(1)}(t_{a,1}^{(1)}, x_{a,1}^{(1)})$ of the first influenced
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vehicle as

\[
\begin{align*}
  t_{a,1}^{(1)} &= t_{d,1}^{(1)} + \tau_{\text{out}} \\
  x_{a,1}^{(1)} &= x_{d,1}^{(1)} + v_{\text{cong}} \tau_{\text{out}}
\end{align*}
\]  

(6.55)

As shown in Figure 6.16b, the acceleration point \( P_{a,2}^{(1)}(t_{a,2}^{(1)}, x_{a,2}^{(1)}) \) of the second vehicle should be

\[
\begin{align*}
  t_{a,2}^{(1)} &= t_{d,2}^{(1)} + 2\tau_{\text{out}} - \tau_{\text{in},2}^{(1)} \\
  x_{a,2}^{(1)} &= x_{d,2}^{(1)} + v_{\text{cong}}(\tau_{\text{out}} - \tau_{\text{in},2}^{(1)})
\end{align*}
\]  

(6.56)

unless the acceleration wave collide the acceleration wave.

Similarly, we could sequentially determine the acceleration points for the vehicles coming next, i.e. \( P_{d,i}^{(1)} \rightarrow P_{a,i}^{(1)} \) as

\[
\begin{align*}
  t_{a,i}^{(1)} &= t_{d,i}^{(1)} + i\tau_{\text{out}} - \sum_{j=2}^{i} \tau_{\text{in},j}^{(1)} \\
  x_{a,i}^{(1)} &= x_{d,i}^{(1)} + v_{\text{cong}}(i\tau_{\text{out}} - \sum_{j=2}^{i} \tau_{\text{in},j}^{(1)})
\end{align*}
\]  

(6.57)

On the other hand, we determine the de/acceleration points of the \( i \)th trajectory based on the \((i-1)\)th trajectory in the \( k \)th jam queue, i.e. \( P_{d,i-1}^{(k)} \rightarrow P_{d,i}^{(k)} \) and \( P_{a,i-1}^{(k)} \rightarrow P_{a,i}^{(k)} \) as

\[ Y_{i}^{(k)} = Y_{i-1}^{(k)} + b_{i}^{(k)}, \quad i = 2, \ldots, n \]  

(6.58)

where

\[ Y_{i}^{(k)} = \begin{bmatrix} t_{d,i}^{(k)} \\ t_{a,i}^{(k)} \end{bmatrix}, \quad b_{i}^{(k)} = \begin{bmatrix} \tau_{\text{in},i}^{(k)} \\ -w\tau_{\text{in},i}^{(k)} \\ \tau_{\text{out}} \\ v_{\text{cong}}\tau_{\text{out}} - (v_{\text{cong}} + w)\tau_{\text{in},i}^{(k)} \end{bmatrix} \]  

(6.59)

Sometimes, two jam queues collide and finally merge into one; see Figure 6.17. Suppose the \( i \)th vehicle in the first jam queue is the same as the \( j \)th vehicle in the second jam queue. We have \( i > j \), because the first jam queue occurs earlier than the second one. Then, the merging condition of two jam queues is

\[ t_{a,i}^{(1)} \geq t_{d,j}^{(2)} \quad \text{or} \quad x_{a,i}^{(1)} \geq x_{d,j}^{(2)} \]  

(6.60)

In case this happens, we let \( t_{d,j}^{(2)} = t_{a,i}^{(1)} \) and \( x_{d,j}^{(2)} = x_{a,i}^{(1)} \) in order to avoid driving back or unreasonable trajectories, see Figure 6.17b.

Figure 6.18 shows the trajectory of a vehicle that is influenced by multiple jam queues. The join time of this vehicle in the \( k \)th jam queue is denoted as \( \tau_{\text{in}}^{(k)} \). We can see that \( \tau_{\text{in}}^{(k)} \) changes with the number of jam queues

\[
\begin{align*}
  s_{\text{cong}}^{(1)} &= s_{\text{before}}^{(1)} - (v_{\text{free}} - v_{\text{cong}})\tau_{\text{in}}^{(1)} \\
  s_{\text{after}}^{(1)} &= s_{\text{before}}^{(1)} + (v_{\text{free}} - v_{\text{cong}})\tau_{\text{out}}
\end{align*}
\]  

(6.61)
Figure 6.17: An illustration of how to simulate two colliding jam queues.

If the vehicle joins another jam queue after departing from the previous one, we can calculate the join time to the second jam queue by

\[
\tau_{in}^{(2)} = s_{after}^{(1)} = \frac{(v_{cong} + w)\tau_{in}^{(1)} + (v_{free} - v_{cong})\tau_{out}}{v_{free} + w} \tag{6.62}
\]

Extending the logic into a general situation, we have the recursion formula for the dynamic evolution of join time

\[
\tau_{in}^{(k+1)} = \frac{(v_{cong} + w)\tau_{in}^{(k)} + (v_{free} - v_{cong})\tau_{out}}{v_{free} + w} = a\tau_{in}^{(k)} + b, \quad k = 1, 2 \cdots \tag{6.63}
\]

where \( a = (v_{cong} + w)/(v_{free} + w) < 1 \) and \( b = (1 - a)\tau_{out} \).

Therefore, the general term formula of \( \tau_{in}^{(k)} \) is

\[
\tau_{in}^{(k)} = a^{k-1}\tau_{in}^{(1)} + (1 - a^{k-1})\tau_{out}, \quad k = 1, 2 \cdots \tag{6.64}
\]

For a large \( k \), the limit of \( \tau_{in}^{(k)} \) is equal to \( \tau_{out} \), i.e.

\[
\lim_{k \to \infty} \tau_{in}^{(k)} = \tau_{out} \tag{6.65}
\]

We can also obtain the asymptotic properties of \( \tau_{in}^{(k)} \) as

\[
\begin{cases}
\tau_{in}^{(1)} < \tau_{out} \Rightarrow \tau_{in}^{(k)} < \tau_{in}^{(k+1)} < \tau_{out} \\
\tau_{in}^{(1)} = \tau_{out} \Rightarrow \tau_{in}^{(k)} = \tau_{in}^{(k+1)} = \tau_{out}, \quad k = 1, 2 \cdots \\
\tau_{in}^{(1)} > \tau_{out} \Rightarrow \tau_{out} < \tau_{in}^{(k+1)} < \tau_{in}^{(k)}
\end{cases} \tag{6.66}
\]


\[
\begin{align*}
\tau_{in} w &= (\tau_{out} - \tau_{in}) v_{cong} \\
\end{align*}
\]

\[s_{cong}^{(k)} \text{ is smaller than both } s_{before}^{(k)} \text{ and } s_{after}^{(k)}. \text{ So, we only need to check whether } s_{cong}^{(k)} > s_{safe} \text{ holds in the simulations. We have}
\]

\[
\begin{align*}
s_{cong}^{(k)} &= s_{cong}^{(1)} - (v_{free} - v_{cong}) \sum_{i=2}^{k} \tau_{in}^{(i)} + (k - 1)(v_{free} - v_{cong}) \tau_{out} \\
&= s_{cong}^{(1)} - (v_{free} - v_{cong}) (\tau_{in}^{(1)} - \tau_{out}) \sum_{i=2}^{k} a^{i-1} \\
\end{align*}
\]

\[\text{Clearly, we have the limit of } s_{cong}^{(k)} \text{ as}
\]

\[
\begin{align*}
\lim_{k \to \infty} s_{cong}^{(k)} &= s_{cong}^{(1)} - (v_{free} - v_{cong}) (\tau_{in}^{(1)} - \tau_{out}) \frac{a}{1 - a} \\
&= s_{cong}^{(1)} - (v_{cong} + w)(\tau_{in}^{(1)} - \tau_{out}) \\
&= (v_{cong} + w) \tau_{out} > s_{safe}
\end{align*}
\]

Based on Eq. (6.67), we can see the series of \(s_{cong}^{(k)}\) is monotonous with \(k\) and \(\lim_{k \to \infty} s_{cong}^{(k)} > s_{safe}\). So, we only need to check whether we have \(s_{cong}^{(1)} > s_{safe}\).

On the other hand, our model needs to preserve the convective instability [242]. This means small oscillations grow due to merging disturbances, but the range of growing amplitudes propagate only upstream. In the extreme case that the acceleration wave does not propagates upstream, the situation satisfies the following relationship:
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The condition that ensures convective instability is

\[ \frac{\tau_{\text{in}}^{(k)}}{\tau_{\text{out}}} > \frac{v_{\text{cong}}}{w + v_{\text{cong}}}, \quad k = 1, 2 \ldots \]  \hspace{1cm} (6.70)

According to the asymptotic property of the join time denoted in Eq. (6.66), we have three situations:

1) If \( \tau_{\text{in}}^{(1)} < \tau_{\text{out}} \), then \( \tau_{\text{in}}^{(k)} < \tau_{\text{out}} \), we need to select \( \tau_{\text{in}}^{(1)} > \tau_{\text{out}} v_{\text{cong}}(w + v_{\text{cong}})^{-1} \);
2) If \( \tau_{\text{in}}^{(1)} = \tau_{\text{out}} \), the left term of Eq. (6.70) equals 1, while the right term is less than 1, so Eq. (6.70) can be naturally satisfied;
3) If \( \tau_{\text{in}}^{(1)} > \tau_{\text{out}} \), the left term of Eq. (6.70) is larger than 1 and is also larger than the right term, so Eq. (6.70) can also be naturally satisfied. Therefore, our model guarantees the convective instability if \( \min \{ \tau_{\text{in}}^{(k)} \} > \tau_{\text{out}} v_{\text{cong}}(w + v_{\text{cong}})^{-1}, \quad k = 1, 2 \ldots \).

6.4.3 The Analytical Solution for Phase Diagram

In this subsection, we will derive the analytical boundaries of phases for the scenario of an on-ramp merging bottleneck based on the proposed spatial-temporal queueing model.

Figure 6.19 shows three kinds of jam queues that can be generated via the above new queueing model, due to periodical ramping vehicle disturbances:

1) when \( \tau_{\text{in}} > \tau_{\text{out}} \), the jam queue width decreases. If the jam queue dissipates before the next ramping vehicle inserts into the main road, we may observe a localized jam queue; see Figure 6.19a.
2) when \( \tau_{\text{in}} = \tau_{\text{out}} \), we can observe a moving localized jam queue; see Figure 6.19b.
3) when \( \tau_{\text{in}} < \tau_{\text{out}} \), two jam queues finally merge into one. The jam queue width increases, see Figure 6.19c.

According to [97, 217, 241, 244], there are six possible congestion patterns in this scenario: Free Traffic (FT), Pinned Localized Cluster (PLC), Moving Localized Cluster (MLC), Stop-and-Go Waves (SGW), Oscillatory Congested Traffic (OCT), and Homogeneous Congested Traffic (HCT). In this subsection, we will derive the analytical emerging conditions for these patterns based on the above queueing model.

Noticing that the proposed model gives prominence to three independent parameters: \( \tau_{\text{in}}, \tau_{\text{out}} \) and \( T \), if assume \( \tau_{\text{out}} \) be a constant as suggested in [170, 171, 172, 173], we can plot the congestion phase diagram in the widely adopted \( q_{\text{ramp}} \) versus \( q_{\text{main}} \) plot, due to the relations between \( \tau_{\text{in}}, \tau_{\text{out}}, \) and \( q_{\text{main}}, \) and \( q_{\text{ramp}} \).

First, as proven in [41, 42], when a vehicle from upstream meet the first jam queue, the join time \( \tau_{\text{in}} \) with a given inflow rate \( q_{\text{main}} \) should be

\[ \tau_{\text{in}} = \frac{v_{\text{free}}}{q_{\text{main}}(v_{\text{free}} + w)} = \frac{v_{\text{free}} h_{\text{main}}}{v_{\text{free}} + w} \]  \hspace{1cm} (6.71)

where \( h_{\text{main}} = 1/q_{\text{main}} \) is the main road headway.
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Figure 6.19: Three typical jam queues from the viewpoint of queueing theory.

Second, $q_{	ext{ramp}}$ is the reciprocal of $T$ by definition

$$ q_{	ext{ramp}} = 1/T $$

(6.72)

Since ramping become impossible when $T$ is too small, we will only discuss the scenario of $T \geq 2\tau_{\text{out}}$ in the rest of this section. In the $T$ versus $\tau_{\text{in}}$ phase diagram, we analytically classify the traffic phases into the following four main categories:

Case 1) FF

We define the free-flow state as that a jam queue dissipates within a very short time period. Clearly, only if $\tau_{\text{in}} \gg \tau_{\text{out}}$ and $T$ is large enough, we get the free-flow traffic state.
Figure 6.20a shows the case in which the ramping vehicle affects only one main road vehicle. The critical inflow headway in the free-flow case can be defined as

\[ h_{\text{free}} = 2\tau_{\text{out}} - \frac{s_{\text{safe}}}{v_{\text{free}}} = \frac{2v_{\text{free}} - v_{\text{cong}}}{v_{\text{free}}} \cdot \tau_{\text{out}} \]  

(6.73)

where \( h_{\text{free}} \) guarantees the mainline following vehicle being not influenced even in the worst case of a sudden deceleration of the leading mainline vehicle.

Thus, as shown in Figure 6.20a, the phase condition for such a free-flow scenario is

\[ \tau_{\text{in}} \geq v_{\text{free}}h_{\text{free}}/(v_{\text{free}} + w) \]  

(6.74)

Figure 6.20: Critical conditions of free flow and congested flow.
Case 2) FF, PLC and SGW

If the dissipation time of a jam queue becomes larger, more vehicles will be disturbed by more than one jam queue; see Figure 6.19a. According to the asymptomatic property of \( \tau_{in}^{(k)} \) given by Eq. (6.65), for those vehicles that encounter more than one jam queue, their join times decrease as \( \tau_{in}^{(k+1)} < \tau_{in}^{(k)} \), with \( \tau_{in}^{(1)} = \tau_{in} \). This might make the dissipation time of the second jam queue larger than that of the first jam queue. If the increase of the dissipation time converges to a certain limit, we may observe a localized congestion. Otherwise, we will observe a sequence of jam queues whose influenced road regions extend spatially from one to another.

According to Figure 6.19a, if the first jam queue dissipates after just \( p \) vehicles, \( p = 2, ..., n \), we have

\[
\begin{align*}
\tau_{in} &> \tau_{out} \\
(p - 1)\tau_{in} &< p\tau_{out} \\
p\tau_{in} &\geq (p + 1)\tau_{out}
\end{align*}
\]

Then

\[
\frac{\tau_{out}}{\tau_{in} - \tau_{out}} \leq p < \frac{\tau_{in}}{\tau_{in} - \tau_{out}}
\]

As shown in Figure 6.20c, we further assume there are \( r \) vehicles influenced by only one or none jam queues when passing the ramping region before the second ramping vehicle inserting into the mainline, we have

\[
T > \frac{(r - 1)w\tau_{in}}{v_{free}} + r\tau_{out} + \tau_{min}
\]

where the first term on the right side of Ineq. (6.77) corresponds to |CF| = \( t_C - t_F \), \( t_C \) and \( t_F \) mean the time coordinates of points C and F, respectively; the second term represents \( t_E - t_A \), so the first two terms denote \( t_D - t_A \) that is approximately the arrival time of the \( r \)th vehicle at the on-ramp location; the third term of \( \tau_{min} \) guarantees the minimal headway between the merging vehicle and the \( r \)th mainline vehicle.

Thus, Ineq. (6.77) formulates the boundary condition that at least \( r \) vehicles pass the merging region without influences by the second merging vehicle, or equivalently

\[
r \leq \frac{w\tau_{in} + v_{free}(T - \tau_{min})}{w\tau_{in} + v_{free}\tau_{out}}
\]

Define the proportion of vehicles that are only influenced by one jam queue as

\[
\varphi \equiv \frac{r}{p}
\]

Substitute Eq. (6.79) into Ineq. (6.76) and Ineq. (6.78), and eliminate the intermediate variable \( r \) and \( p \), we obtain the following condition by neglecting the relatively small influence of \( \tau_{min} \)

\[
T \geq \frac{-w\tau_{in}^2 + (\varphi + 1)w\tau_{out}\tau_{in} + \varphi v_{free}\tau_{out}^2}{v_{free}(\tau_{in} - \tau_{out})} = f(\varphi, \tau_{in})
\]
where \( f(\varphi, \tau_{\text{in}}) \) is the boundary function with respective to \( \varphi \) and \( \tau_{\text{in}} \).

Clearly, when \( \varphi = 1 \), we get the FF phase with the boundary

\[
T = \frac{-w\tau_{\text{in}}^2 + 2w\tau_{\text{out}}\tau_{\text{in}} + v_{\text{free}}\tau_{\text{out}}^2}{v_{\text{free}}(\tau_{\text{in}} - \tau_{\text{out}})} = -\frac{w}{v_{\text{free}}}(\tau_{\text{in}} - \tau_{\text{out}}) + \frac{(v_{\text{free}} + w)\tau_{\text{out}}^2}{v_{\text{free}}(\tau_{\text{in}} - \tau_{\text{out}})} \quad (6.81)
\]

When \( 0 < \varphi < 1 \), the rest \( p - r \) vehicles that depart from the first jam will join the second jam queue with join time \( \tau_{\text{in}}^{(2)} \); while the other vehicles join the second jam with join time \( \tau_{\text{out}} \). We can then get the number of the vehicles influenced by the second jam queue as

\[
\tau_{\text{in}}^{(2)} \leq q < \frac{\tau_{\text{in}} + (p - r)(\tau_{\text{in}} - \tau_{\text{in}}^{(2)})}{\tau_{\text{in}} - \tau_{\text{out}}} \quad (6.82)
\]

where the second jam queue dissipates after just \( q \) vehicles.

Based on Eq. (6.67), we could have

\[
\frac{\tau_{\text{out}}}{\tau_{\text{in}} - \tau_{\text{out}}} + (p - r)(1 - a) \leq q < \frac{\tau_{\text{in}}}{\tau_{\text{in}} - \tau_{\text{out}}} + (p - r)(1 - a) \quad (6.83)
\]

which indicates that if \( (p - r)(1 - a) \geq 1 \), we will have \( q > p \). Similar deductions show that when \( 0 < \varphi < 1 \), the number of the vehicles influenced by the \( (k + 1) \)th jam queue will always be larger than the number of vehicles influenced by the \( k \)th jam queue. Further tests show that when \( \varphi < 0.8 \), the increase of the dissipation time will have no limits. For simplicity, we choose a threshold \( \varphi_{\text{PLC}} \) in Ineq. (6.77) to distinguish PLC and SGW phases, satisfying

\[
0 < \varphi_{\text{PLC}} < \varphi_{\text{FF}} = 1 \quad (6.84)
\]

Case 3) MLC

In this case, we define MLC as a single moving jam queue that propagates upstream with a constant size. Based on the above discussion, we can easily find one condition for \( \tau_{\text{in}} \) as

\[
\tau_{\text{in}} = \frac{v_{\text{free}}}{q_{\text{main}}(v_{\text{free}} + w)} = \tau_{\text{out}} \quad (6.85)
\]

This scenario is quite a special one, because \( \tau_{\text{in}} \) keeps the constant and the same as \( \tau_{\text{out}} \). But we have to set a relatively large \( T \gg \tau_{\text{out}} \) to guarantee that the distance between two consecutive moving clusters is large enough; otherwise the obtained congestion pattern might be recognized as oscillating jams.

Case 4) SGW, OCT and HCT

The phases of SGW/OCT/HCT occur when \( \tau_{\text{in}} < \tau_{\text{out}} \); see Figure 6.20b. More precisely, according to the convective instability and road capacity constraint, we have

\[
\tau_{\text{in}} \geq \max\left\{ \frac{v_{\text{cong}}\tau_{\text{out}}}{v_{\text{cong}} + w}, \frac{v_{\text{free}}}{q_{\text{max}}(v_{\text{free}} + w)} \right\} \quad (6.86)
\]
In order to study their dividing boundaries, we would like to check the propagation difference of acceleration wave. We have

$$w' = \left( x_{k,i-1}^k - x_{a,i}^k \right) / \tau_{\text{out}} = (v_{\text{cong}} + w) \frac{\tau_{\text{in}}}{\tau_{\text{out}}} - v_{\text{cong}} \geq 0$$  \hspace{1cm} (6.87)

where $w'$ is the acceleration wave speed; see Figure 6.20b.

The propagation distance for the downstream front of the previous jam queue before it collides with the upstream front of the next jam queue can be estimated as

$$D \approx \frac{wT[(v_{\text{cong}} + w)\tau_{\text{in}} - v_{\text{cong}}\tau_{\text{out}}]}{(v_{\text{cong}} + w)(\tau_{\text{out}} - \tau_{\text{in}})} > 0$$  \hspace{1cm} (6.88)

If $D$ is relatively large, the small separate jam queues spend more time to merge into a larger jam queue. And we can see a SGW phase. If $D$ becomes smaller, then the OCT phase appears; if $D$ becomes even smaller, the HCT phase emerges.

Let us define the following dimensionless scaling parameter to compare $D$ with $w\tau_{\text{out}}$ as

$$\theta = \frac{D}{w\tau_{\text{out}}}$$  \hspace{1cm} (6.89)

From Eq. (6.88), we have the following monotonously decreasing relationship between $\tau_{\text{out}}$ and $T$

$$\tau_{\text{in}} = \left(1 - \frac{wT}{(v_{\text{cong}} + w)(\theta\tau_{\text{out}} + T)}\right)\tau_{\text{out}} = g(\theta, T)\tau_{\text{out}}$$  \hspace{1cm} (6.90)

where $g(\theta, T)$ is the substitution function with respective to $\theta$ and $T$.

Clearly, we have

$$\lim_{T \to 0^+} \tau_{\text{in}} = \tau_{\text{out}}, \quad \lim_{T \to \infty} \tau_{\text{in}} = \frac{v_{\text{cong}}\tau_{\text{out}}}{v_{\text{cong}} + w}$$  \hspace{1cm} (6.91)

Choose two thresholds $\theta_{\text{OCT}}$ and $\theta_{\text{HCT}}$ in Eq. (6.90) to distinguish OCT and HCT phases, satisfying

$$0 < \theta_{\text{HCT}} < \theta_{\text{OCT}}$$  \hspace{1cm} (6.92)

We predict that when $g(\theta_{\text{HCT}}, T)\tau_{\text{out}} < \tau_{\text{in}} \leq g(\theta_{\text{OCT}}, T)\tau_{\text{out}}$, we get the OCT phase; when $\tau_{\text{in}} \leq g(\theta_{\text{HCT}}, T)\tau_{\text{out}}$, we get the HCT phase instead; otherwise, we get the SGW phase.

In summary, Figure 6.21a shows the congested traffic patterns denoted by the merging time interval $T$ and the join time $\tau_{\text{in}}$. Furthermore, we transfer the $T$ versus $\tau_{\text{in}}$ phase diagram into the regular $q_{\text{ramp}}$ versus $q_{\text{main}}$ phase diagram, see Figure 6.21a. As illustrated in Figure 6.21, we formulate the six regions in the analytical phase diagram: 1) FF; 2) PLC; 3) MLC; 4) SGW; 5) OCT; 6) HCT. The dashed curves indicate the boundaries of each region. We adopt two dimensionless scaling parameters $\varphi$ and $\theta$ to distinguish the phases of FF/PLC/SGW and SGW/OCT/HCT, respectively.
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It should be pointed out that we have two kinds of SGW patterns here. In the scenarios with the condition of $\tau_{in} > \tau_{out}$, the jam queues finally dissipate but their lasting time periods will become larger one by one. In the scenarios of $\tau_{in} < \tau_{out}$, the jam queues finally merge into a wide jam that will last forever.

The above boundaries are not accurate, since we only discuss the evolution dynamics of the first few queues and meanwhile employ several approximations. So in the next section, we will use simulations to verify the accuracy of the predicted phase transition boundaries.

6.4.4 Numerical Example

Parameter setting for the ramping scenario

To verify the above analytical derivation of phase boundaries, we discuss a typical ramping scenario that had been addressed in literature [38, 164, 244]. The studied ramping region is with a bottleneck at $x = 7.5$ km. Compared to the ramping region studied in [164], the geometric feature of the ramping road is neglected.

We assume that all the vehicles in the simulations are small cars. As suggested in many previous papers [38, 97, 116, 117, 125, 164, 217, 241, 244]. We set $v_{free} = 90$ km/h = 25 m/s, $w \approx 18$ km/h = 5 m/s, and $\tau_{out} = 2$ s as suggested in [170, 171, 172, 173]. Table 6.3 lists other parameters that are used in the simulations.

We can hold the convective condition, because $q_{main} \leq q_{max} = 2/3$ veh/s, $\tau_{in} \geq v_{free}q_{max}^{-1}(v_{free} + w)^{-1} = 1.25$ s and $v_{cong}\tau_{out}(w + v_{cong})^{-1} = 0.95$ s. Moreover, we can also guarantee the collision free condition $s_{cong} > s_{safe}$, because $\tau_{in}^{(1)} \geq v_{cong}\tau_{out}/(v_{cong} + w) = 1.05$ s.

Figure 6.21: Analytical phase diagram of the spatial-temporal queueing model.
Table 6.3: Specific parameters for numerical example.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Symbols</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main road capacity</td>
<td>$q_{\text{max}}$</td>
<td>2400 veh/h/lane</td>
</tr>
<tr>
<td>Main road free flow speed</td>
<td>$v_{\text{free}}$</td>
<td>90 km/h</td>
</tr>
<tr>
<td>Main road congested flow speed</td>
<td>$v_{\text{cong}}$</td>
<td>20 km/h</td>
</tr>
<tr>
<td>Congestion wave propagation speed</td>
<td>$w$</td>
<td>18 km/h</td>
</tr>
<tr>
<td>Maximal traffic flow spacing</td>
<td>$s_{\text{max}}$</td>
<td>50 m</td>
</tr>
<tr>
<td>Minimal unaffected spacing</td>
<td>$s_{\text{min}}$</td>
<td>37.5 m</td>
</tr>
<tr>
<td>Safety spacing</td>
<td>$s_{\text{safe}}$</td>
<td>11.1 m</td>
</tr>
<tr>
<td>Departing time</td>
<td>$\tau_{\text{out}}$</td>
<td>2 s</td>
</tr>
<tr>
<td>Dimensionless scaling coefficient for FF</td>
<td>$\varphi_{\text{FF}}$</td>
<td>1.0</td>
</tr>
<tr>
<td>Dimensionless scaling coefficient for PLC</td>
<td>$\varphi_{\text{PLC}}$</td>
<td>0.8</td>
</tr>
<tr>
<td>Dimensionless scaling coefficient for OCT</td>
<td>$\theta_{\text{OCT}}$</td>
<td>10</td>
</tr>
<tr>
<td>Dimensionless scaling coefficient for HCT</td>
<td>$\theta_{\text{HCT}}$</td>
<td>5</td>
</tr>
</tbody>
</table>

**On-ramp merging rule**

We assume that the mainline vehicles have higher priority than the merging vehicles. If possible, one merging vehicle will be inserted into the mainline, strictly according to the time period $T$. However, if doing this leads to an immediate collision between the merging vehicle and the mainline vehicle that just leaves the ramping point, we will let the merging vehicle wait for a while and then merge into the mainline. We call it intelligent on-ramp merging rule or minimal headway rule.

In other words, the merging vehicle will wait until its headway to the leading vehicle is larger than the minimal critical headway $h_{\text{min}} = 1/q_{\text{max}}$. This assumption is consistent with our driving experiences and has been adopted by many previous simulation systems [99]. The intelligent merging behavior will prevent generating unsafe spacings in simulations, but it will certainly result in more complicated merging disturbances and thus more complex congestions. It will finally influence the simulated phase diagram, especially for FF, PLC and MLC phases.

It should be pointed out that no lane changing actions are considered, mainly because the model allows only two kinds of vehicles speeds. So, the vehicle will not benefit from lane changing actions. It is worthy to point out that the spatial-temporal queueing model is highly suitable for a simulation approach because we only consider the transition points and ignore the dynamics between two adjacent points. This technique enables us to reproduce the spatial-temporal evolution of traffic speed much more quickly.
Numerical results

Figure 6.22 shows the typical traffic patterns when we choose different values of $q_{ramp}$ and $q_{main}$. In order to get a uniform grid in the widely adopted $q_{ramp}$ versus $q_{main}$ phase diagram, we sample the parameter space of ($q_{ramp}$, $q_{main}$) uniformly, with a discretization level of 50 veh/h for $q_{ramp}$ and another discretization level of 100 veh/h for $q_{main}$, respectively. Thus, the sampling grid in the $T$ versus $\tau_{in}$ phase diagram is not uniform due to the reciprocal relationships.

Figure 6.22 also presents the corresponding trajectory plots for five representative congestion states. In order to make the plots more clear, we only draw the trajectory of the first vehicle for every two consecutive vehicles; otherwise the curves will be too dense to observe. The red lines, which start at the location $x = 7.5$ km in the vehicle trajectory plots, denote the merging on-ramp vehicles. The headway between two adjacent red lines represents the merging time interval.

Figure 6.23 compares the predicated boundaries obtained in the analytical and the simulated boundaries. Here, the dimensionless scaling parameters are chosen as $\varphi_{FF} = 1$, $\varphi_{PLC} = 0.8$, $\theta_{OCT} = 10$ and $\theta_{OCT} = 5$. Clearly, the boundaries of FF, PLC, MLC, SGW, OCT and HCT phases fit dramatically well with those estimated in analytical results.

The MLC states only appear at ($q_{ramp}$, $q_{main}$) = (50, 1500) veh/h and ($q_{ramp}$, $q_{main}$) = (100, 1500) veh/h that correspond to $T = 72$ s and $T = 36$ s. Because the maximum $T$ is 18 s in Figure 6.23a, we cannot see the MLC pattern in this subfigure.

The locations of congestion patterns are similar to those that have been obtained via different simulation models. This shows the effectiveness of such a simple spatial-temporal queueing model.

As revealed in the phase condition, any simulation model that can reproduce PLC patterns should be able to generate a roughly equal jam queue join time $\tau_{in}$ and departing time $\tau_{out}$. Thus, we can directly analyze the mainline-ramping flow rate condition that allows the $\tau_{in} \approx \tau_{out}$.

It should be pointed out that the SGW (with $\tau_{in} < \tau_{out}$) and OCT congestion patterns that are generated do not strictly reproduce the SGW and OCT congestion patterns that have been observed in practice. Particularly, in our model, the narrow jams in which vehicles move with a low speed cannot merge in to a large jam where vehicles fully stop. This is mainly because our model allows only two kinds of vehicles speeds for simplicity. Indeed, the SGW/OCT trajectories shown in Figure 6.23 are similar to the trajectories obtained via the OVM in [247]. This indicates that the equivalence between Newell’s simplified model and the OVM in terms of phase diagram.

In this section, we propose an as simple as possible spatial-temporal queueing model to study the phase diagram around ramping regions. The merits of this new model include but are not limited to:

1) This model adopts a minimum set of parameters and rules to analytically formulate the traffic flow phase diagram. All the parameters have clear physical meanings. Therefore, it is easy to analyze. Different from previous approaches, this model could derive analytical
Figure 6.22: The obtained phase diagram. 5 states: Pinned Localized Cluster (PLC), Moving Localized Cluster (MLC), Stop-and-Go Wave (SGW), Oscillatory Congested Traffic (OCT), and Homogeneous Congested Traffic (HCT), are reproduced. The selected conditions are: (a) \((q_{\text{ramp}}, q_{\text{main}}) = (500, 1200)\) veh/h. (b) \((q_{\text{ramp}}, q_{\text{main}}) = (50, 1500)\) veh/h. (c) \((q_{\text{ramp}}, q_{\text{main}}) = (400, 1600)\) veh/h. (d) \((q_{\text{ramp}}, q_{\text{main}}) = (450, 1800)\) veh/h. (e) \((q_{\text{ramp}}, q_{\text{main}}) = (300, 2100)\) veh/h.
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boundaries for the phases. One major concern of this approach is to find what a phase diagram can be gotten if only a simple density-speed relation model is adopted. Surprisingly, FF/PLC/MLC/HCT patterns can be well reproduced even via such a simple model. However, results also reveal that the occurrence and evolution of SGW/OCT patterns still needs further discussions.

2) Due to its conciseness, this model reveals the basic factors that govern the instable nature of traffic flow in on-ramp regions. On the microscopic level, these factors are: the time \( \tau_{in} \) for a vehicle to join the jam queue and the merging time interval \( T \). Noticing the tight relationship between \( \tau_{in} \) and the headway/spacing of a vehicle, we can see that the dominating factors of macroscopic traffic congestion patterns are the microscopic headways/spacings adopted by drivers with respect to mainline inflow rate. Indeed, the proposed model gives a simplified yet equivalent description of the close tracking behaviors that were depicted via many other stimulus-response type or optimal-velocity type car-following models. But the conciseness of the proposed method, which inherits from Newell’s simplified car-following model, makes it distinct from other approaches. On the macroscopic level, the corresponding factors are the main road flow rate \( q_{main} \) and ramping road flow rate \( q_{ramp} \). Based on this queueing model, we show how \( \tau_{in} \) and \( q_{main} \), as well as \( T \) and \( q_{ramp} \), depend on each other. As a result, we link microscopic individual vehicle movements with macroscopic congestion patterns.

However, this new model is not perfect. Particularly in the following aspects:

1) This model does not consider the stochastic features of \( \tau_{in} \) and \( \tau_{out} \) in reality. Thus, some stochastic properties of traffic flow cannot be reproduced via this model.

2) This model allows only two kinds of vehicles speeds and forbids lane change for simplicity. Although this simplification helps emphasize the major driven force of congestion

**Figure 6.23:** Comparison between theoretical and simulated phase diagram.
evolution, it meanwhile prevents the appearances of nonhomogeneous jam queues. And the obtained SGW and OCT phases are not exactly the same as the ones reproduced by the Gas-Kinetic-based Traffic model (GKT model) and Intelligent Driver Model (IDM). We plan to modify the model to solve this problem in our coming reports.

3) This model implicitly adopts the hypothesis that the speed and density satisfy a linear relationship in the congested flows [52, 157, 215]. Therefore, it cannot explain some nonlinear effects in congestion formation. How to overcome this shortcoming needs further discussions.

In short, this new model provides a reasonable starting point for modeling more complex traffic phenomena.

6.5 Discussions

Traffic flow breakdown phenomena occur with continuous oscillations and lead to a wide range of spatial-temporal traffic congestions. Based on the analysis of the stochastic traffic capacity, this chapter focuses on the transition process from perturbations to traffic jams in the metastable traffic flow, and studies the varying features of TF-BP under the framework of vehicle trajectory analysis. Unlike previous studies, this chapter discusses the close relationship between TF-BP and the jam wave propagation phenomena with concentration on the evolution of jam queue size.

Furthermore, the simplified G/D/1 queuing model and general G/G/1 queuing model are proposed based on Newell’s simplified car-following model, and they link the microscopic driving behaviors with the dynamic characteristics of the corresponding macroscopic traffic flow patterns. The formation and dissipation of jam queues are treated as comprehensive effects of stochastic joining and leaving processes for upstream and downstream vehicles, respectively. Simulation results show that the estimated TF-BP curves well fit with the widely used Weibull distributions.

Finally, the chapter proposes a concise spatial-temporal queueing model to describe the formation mechanism and evolution process of traffic jams based on the stochastic Newell condition in the ramping bottleneck on freeways. We analytically derive the phase diagram that is useful for presenting the evolution process for different traffic flow phases and quantitatively determining the phase transition conditions. Simulations results show two main congestion modes: spatially localized congestion and spatially extended congestion, they are helpful to reveal the inherent mechanism of phase transitions.

From the perspective of field applications, studies of TF-BP in bottleneck areas focus on the increase in traffic capacity by analyzing the nature, intensity and evolution of traffic congestions. In the future studies, optimal control models of active traffic management (ATM) can be established in order to minimize TF-BP and maximize the expectation of stochastic traffic capacity. With a careful consideration of the ramping influences on the mainline, feasible, dynamic and optimal control schemes (strategies) to alleviate bottleneck congestions include:
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1) Ramp metering. Investigate the influences of different ramping signal control strategies on the mainline traffic flow, and obtain the optimal solutions of ramp metering strategies by adjusting the ramping flows conditional on a maximal acceptable value of TF-BP.

2) Mainline variable speed limits. Study time-varying speed limits of the upstream mainline and their influences on traffic state evolutions. Establish the optimization model of variable speed limits to enhance the mainline capacity constrained by the upper limit of TF-BP threshold.

3) Lane-changing behaviors control. After entering a weaving section, vehicles need to complete lane-changing maneuvers that result in stochastic movements and reduce the expected capacity of weaving sections. Study the entering/exiting behaviors on weaving sections and their impacts on TF-BP and stochastic capacity in order to reduce lane-changing related TF-BP and improve safety and level of service.
Chapter 7

Conclusions and Future Work

The main efforts and contributions of this thesis are briefly outlined as follows.

- **Summaries of stochastic traffic flow modeling on the basis of the historical development.** In Chapter 2, we reviewed and summarized the history of traffic flow theory in terms of macroscopic, mesoscopic and microscopic modeling approaches. Four categories of stochastic approaches were summarized for continuous traffic flow modeling: randomization of first order conservation law and higher-order momentum equations; randomization of driving behaviors and mixed traffic flow; randomization of relationships among flow, density and velocity; randomization of road capacity and travel time distribution in transportation reliability studies. Particularly, we focused on the probabilistic distributions of headway/spacing/velocity, based on which comprehensive methods such as Markov models, stochastic fundamental diagram, stochastic Newell condition would be proposed to better fit the empirical observations.

- **Empirical observations of complex, dynamic and stochastic evolutions of traffic flow on the basis of two dominating measurements.** In Chapter 3, we made use of two typical kinds of datasets (*Eulerian* and *Lagrangian* field measurements) and several approaches (joint/marginal/conditional probabilities, statistics, signal processing) for the qualitative and quantitative analysis of traffic flow evolution characteristics to reveal the complex, dynamic and stochastic phenomena. Specifically, fixed loop detectors data were used as *Eulerian* measurements and NSGIM trajectory data were used as *Lagrangian* measurements. Three significant aspects of stochastic traffic flow features were studied, including headway/spacing/velocity distributions, disturbances of congested platoons (jam queues) and time-frequency properties of oscillations. The observations deepen our understanding of traffic flow characteristics.

- **Development of the headway/spacing Markov model and asymmetric stochastic Tau theory in car-following behaviors.** In Chapter 4, we linked mesoscopic headway/spacing distributions with a unified car-following model based on
Markov state transition theory. The parameters of this model were directly estimated from NGSIM data. The empirical headway/spacing distributions were viewed as outcomes of stochastic car-following behaviors and reflections of unconscious and inaccurate perceptions people had. To explain the phenomenon that the observed headways follow a certain lognormal type distribution in terms of velocity, an asymmetric stochastic extension of the well-known Tau Theory was proposed. The agreement between the model predictions and the empirical observations indicated that the physiological Tau characteristics of human drivers govern driving behaviors in an implicit way.

- **Examination of wide scattering characteristics in stochastic fundamental diagram.** In Chapter 5, we discussed the implicit but tight connection between spacing/headway distributions and the wide scattering feature of flow-density plot based on the Newell’s simplified car-following model. We first examined microscopic driving behaviors that were retrieved from the NGSIM trajectory database. Results showed that asymmetric driving behaviors result in a family of velocity-dependent lognormal type spacing/headway distributions. Based on this fact, we then proposed a probabilistic model to characterize the 2D region of congested flows in spacing-velocity plot. Extending the Newell’s simplified car-following model, we finally discussed the corresponding 2D region of congested flows in the flow-density plot. Results surprisingly revealed that the seemingly disorderly scattering points on the flow-density plot had a certain distribution tendency. Indeed, such tendency was determined by the microscopic spacing/headway distributions.

- **Traffic flow breakdown probability estimation in highway bottlenecks: queueing theory and phase diagram analysis.** In Chapter 6, traditional approach of nonparametric statistics to the TF-BP problem was well developed for the usage of *Eulerian* traffic flow measurements. In order to explore the emerging *Lagrangian* data, a simple G/D/1 queueing model and a more general G/G/1 queueing model were proposed on the basis of Newell’s simplified car-following model. We showed that the growth and dissipation of a jam queue were controlled by two competing stochastic processes: the upstream vehicle joining process and downstream vehicle departing process. Monte-Carlo simulations were incorporated to estimate TF-BP. Queueing model could be further used to help design ramp metering strategy and cooperative driving strategy to reduce/avoid traffic breakdowns. We also derived the analytical phase diagram for the evolution process of different traffic flow phases and determined phase transition conditions, which helped reveal that the dominating factors in the formations and transitions of different congestion patterns were: the time $\tau_{in}$ for a vehicle to join the jam queue and the merging time interval $T$ (microscopic level); main road flow rate $q_{main}$ and ramping road flow rate $q_{ramp}$ (macroscopic level).

Several other significant explorations have not been included in this work, which may be the focus of future research efforts.
• **Data fusion of multi-source and heterogeneous sensors.** The *Eulerian* measurements consist of traffic flow counts, speed and occupancies at fixed locations, such as loop detectors, locally virtual video cameras, AVI and LPR records; while the *Lagrangian* measurements identify specific vehicle trajectories by using large-scale video cameras or radars, GPS equipped vehicle, GPS equipped mobile devices (location based technology inside cellular phones), tracking device, etc. As the data availability of both measurements continue to rapidly expand, it may be possible to engage on the data fusion of multi-source and heterogeneous sensors, and derive more accurate traffic flow models and algorithms for stochastic characteristics analysis that may be beneficial in traffic state estimation and prediction. Since the measured quantities, the spatial and temporal extent of the two kinds of measurements are generally various but complementary to each other, data fusion of heterogeneous sensors would be useful in areas without dedicated sensors deployed.

• **Development and implementation of TF-BP incorporated control strategies.** In field applications of the TF-BP estimation approach and highway bottleneck phase diagram analysis, the capacity is regarded stochastic. In order to increase the expectation of traffic capacity in bottlenecks and minimize the probability of congestion evolutions, optimal control strategies of active traffic management (ATM) could be established to alleviate bottleneck congestions with the consideration of TF-BP constraint, including ramp metering; mainline variable speed limits; lane-changing behaviors control. This spatial-temporal queueing model implicitly adopted the hypothesis of a linear relationship of speed and density in the congested flows. How to explain more nonlinear effects in congestion formation, and how the analytical phase diagram would change when randomizing $\tau_{in}$ and $\tau_{out}$ still need more further research efforts.
Appendix A

Denotation

A.1 Mathematical Symbols

- $a$, $b$: Scale and translation parameters of Wavelet Transform
- $a_{\text{max}}$, $v_{\text{max}}$: Maximal acceleration and maximal speed
- $a_n(t)$: Acceleration of the $n$th vehicle at time $t$
- $A$: Perturbation matrix
- $\{A_i, i \in \mathbb{N}^+\}$: Mutually exclusive events
- $b_i$: Deceleration of the following vehicle
- $c_0$: Substitution of speed
- $C_h$: Coefficient of variation
- $C, C', \hat{C}$: Copula, its density function and empirical copula
- $d_i$: Spacing of full stop
- $E(\cdot)$: Average wavelet energy
- $E[\cdot]$, $\text{Var}[\cdot]$, $\sqrt{\text{S}^2[\cdot]}$: Expectation, variance and standard deviation operators
- $f(h|\alpha, \beta, h_0)$: PDF of Gamma distribution
- $f(h|\lambda)$: PDF of negative exponential distribution
- $f(h|\lambda, h_0)$: PDF of shifted exponential distribution
- $f(h|\mu_h, \sigma_h, h_0)$: PDF of lognormal distribution
- $F, F_1, F_2$: CDF
- $F(h|\alpha, \beta, h_0)$: CDF of Gamma distribution
- $F(h|\lambda)$: CDF of negative exponential distribution
- $F(h|\lambda, h_0)$: CDF of shifted exponential distribution
- $F(h|\mu_h, \sigma_h, h_0)$: CDF of lognormal distribution
- $\hat{F}, \hat{F}_1, \hat{F}_2$: Empirical CDF
- $F_c(q_S)$: CDF of upstream flow $q_S$, $1 - F_c(q_S)$ is lifetime function
- $\hat{F}_c(q_S)$: PLM estimation
- $F_{H|v}, F_{S|v}$: Conditional distribution of headway/spacing with respect to $v$
\(F_{H, \alpha|v}^{-1}\) \(\alpha\) quantile of headway distribution
\(\bar{h}\) Average headway
\(h_0, \hat{h}_0\) Shift coefficient and its estimate
\(h_{0,p}, h_{0,q}\) Shift coefficients of car-following state and free flow state
\(h_{\text{free}}\) Critical headway of free flow
\(h_i\) Observation samples of headway, \(i = 1, 2, ..., n\)
\(h_k(t)\) Headway
\(h_{\min}\) Minimal headway
\(h_{\text{random}}\) Random headway from uniform distribution \(U(H_j^-, H_j^+)\)
\(\bar{h}, \bar{v}\) Mean headway and speed of \(\bar{\Upsilon}\)
\(\bar{h}_{n,n-1}, \bar{v}_{n}\) Mathematical expectations of headway and speed
\(H(\cdot)\) Heaviside function
\(H_i^-, H_i^+\) Upper and lower limits of the \(i\)th headway state
\(H_n\) Summation of headway
\(H_n^{(1)}, H_n^{(2)}\) Disturbance propagation time to the \(n\)th vehicle in ac/deceleration waves
\(i = \sqrt{-1}\) Imaginary unit
\(\mathcal{J}\) Population
\(\mathcal{J}_{ij}\) Sample size of that \(h_k(t)\) belongs to state \(i\) and \(h_k(t + \Delta t)\) belongs to state \(j\)
\(\mathcal{J}_k\) Number of triple, analogically, \(\mathcal{J}_k^*, \mathcal{J}_k^-, \mathcal{J}_k^+\)
\(k_1, k_2\) Weight coefficients of density and speed gradients
\(L\) Circular road length
\(L_{\text{cong}}\) Jam queue length
\(L_{\text{free}}\) Free flow traffic length
\(L_{\rho,v}\) Likelihood function
\(\mathcal{L}\) Lagrangian function
\(\mathbb{N}, \mathbb{M}\) Finite dimensional state space, satisfying \(\mathbb{N} = \{1, 2, ..., n\}, \mathbb{M} = \{1, 2, ..., m\}\)
\(\mathbb{N}^+\) The set of positive integers
\(\mathcal{N}, \text{Log-N}\) Normal and lognormal distributions
\(o(\cdot)\) Infinitesimal of higher order
\(p(h)\) PDF of car-following state headway
\(p^*(\lambda)\) Laplace transform of \(p(h)\)
\(p_{\text{slow}}\) Slow-to-start probability
\(\hat{p}_k, \bar{p}\) Probability estimate
\(P_B\) Traffic flow breakdown probability
\(P_0(v)\) Distribution of speed expectation
\(P(v|x,t)\) Speed distribution
\(P_1, P_2\) Pressure terms, satisfying \(\partial_\rho P_1 \leq 0\) and \(\partial_v P_2 \leq 0\)
\(P_{\text{GUE}}\) Gaussian unitary ensemble, GUE
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\text{Poisson}}$</td>
<td>Poisson distribution</td>
</tr>
<tr>
<td>$P$</td>
<td>Transition probability matrix, satisfying $P = (P_{ij})$</td>
</tr>
<tr>
<td>$P_{\ell}$, $\pi_{\ell}$</td>
<td>Transition probability matrix and stationary distribution of headway in the $\ell$th velocity range</td>
</tr>
<tr>
<td>$\mathcal{P}(n,t)$</td>
<td>Probability of a jam queue with $n$ vehicles at time $t$</td>
</tr>
<tr>
<td>$\mathcal{P}(z,t)$</td>
<td>Probability of being state $z$ at time $t$</td>
</tr>
<tr>
<td>$P_S(t)$</td>
<td>Probability of being state $S$ at time $t$</td>
</tr>
<tr>
<td>$q(h)$</td>
<td>PDF of headway in free flow state</td>
</tr>
<tr>
<td>$q_e(\rho)$, $v_e(\rho)$</td>
<td>Equilibrium functions of flow and speed</td>
</tr>
<tr>
<td>$q_{\text{lower}}$, $q_{\text{upper}}$</td>
<td>Maximal and minimal traffic flow rates, analogically, $\rho_{\text{lower}}$, $\rho_{\text{upper}}$</td>
</tr>
<tr>
<td>$q_{\text{main}}$, $q_{\text{ramp}}$</td>
<td>Mainline flow and ramp flow</td>
</tr>
<tr>
<td>$q_{\text{max}}$</td>
<td>Maximal flow rate</td>
</tr>
<tr>
<td>$q_z$</td>
<td>Breakdown traffic flow rate</td>
</tr>
<tr>
<td>$r$</td>
<td>Iteration times</td>
</tr>
<tr>
<td>$R$</td>
<td>Least squares residual</td>
</tr>
<tr>
<td>$R$</td>
<td>Response function</td>
</tr>
<tr>
<td>$s^A(v)$, $s^D(v)$</td>
<td>Spacings of ac/deceleration curves at speed $v$</td>
</tr>
<tr>
<td>$s_{\text{before}}$, $s_{\text{after}}$</td>
<td>Spacings when joining and departing from jam queues</td>
</tr>
<tr>
<td>$s_{\text{break}}$, $s_{\text{free}}$</td>
<td>Spacing thresholds of braking and free flow states</td>
</tr>
<tr>
<td>$s_{\text{cong}}$</td>
<td>Spacing in a jam queue</td>
</tr>
<tr>
<td>$s_{\text{start}}$, $s_{\text{stop}}$</td>
<td>Spacing thresholds of starting and stopping states</td>
</tr>
<tr>
<td>$s_i(t)$</td>
<td>Spacing</td>
</tr>
<tr>
<td>$s_{\text{min}}$, $s_{\text{max}}$</td>
<td>Minimal and maximal critical spacings</td>
</tr>
<tr>
<td>$s_{n,n-1}$, $h_{n,n-1}$</td>
<td>Headway and spacing of the $n$th vehicle</td>
</tr>
<tr>
<td>$s^A_{\text{stop}}$, $s^D_{\text{stop}}$</td>
<td>Fully stopping spacings of ac/deceleration curves</td>
</tr>
<tr>
<td>$s^A_{\text{upper}}$, $s^D_{\text{upper}}$</td>
<td>Maximal and minimal spacings corresponding to the maximal speed $\tilde{v}^+$ in metastable traffic flow, analogically, $s^A_{\text{lower}}$, $s^D_{\text{lower}}$</td>
</tr>
<tr>
<td>$S_k$</td>
<td>Sample set, analogically, $S^+_k$, $S^-_k$, $S^A_k$, $S^D_k$</td>
</tr>
<tr>
<td>$S$</td>
<td>Arbitrary discrete state of traffic flow</td>
</tr>
<tr>
<td>$S^A$, $S^D$</td>
<td>Probabilistic boundaries of microscopic fundamental diagram</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
</tr>
<tr>
<td>$(t^{(k)}<em>{a,i}, x^{(k)}</em>{a,i})$</td>
<td>Acceleration point of the $i$th vehicle, analogically, $(t^{(k)}<em>{d,i}, x^{(k)}</em>{d,i})$</td>
</tr>
<tr>
<td>$T$</td>
<td>Entering time interval of ramping vehicles</td>
</tr>
<tr>
<td>$\bar{T}$</td>
<td>Average travel time</td>
</tr>
<tr>
<td>$\mathcal{T}$, $\mathcal{T}^-$, $\mathcal{T}^+$</td>
<td>Tau factor</td>
</tr>
<tr>
<td>$\mathcal{T}^\ast_1$, $\mathcal{T}^\ast_2$</td>
<td>Tau factor Related statistics</td>
</tr>
<tr>
<td>$\hat{T}^-_k$, $\hat{T}^+_k$, $\hat{T}^\pm_k$</td>
<td>Estimate of Tau factor</td>
</tr>
<tr>
<td>$v$, $u$</td>
<td>velocity</td>
</tr>
<tr>
<td>$v(x,t)$</td>
<td>mean velocity at location $x$ and time $t$</td>
</tr>
<tr>
<td>$v_{\text{cong}}$, $v_{\text{free}}$</td>
<td>Congestion wave speed and free flow speed</td>
</tr>
<tr>
<td>$v_n(t)$</td>
<td>Speed of the $n$th vehicle at time $t$</td>
</tr>
</tbody>
</table>
\( v_{n,\text{safe}} \)  
Lower bound of safety speed

\( v_{\text{opt}}(x_n(t)) \)  
Optimal speed function

\( v + c_{\pm} \)  
Characteristic speed

\( \bar{v}(x, t) \)  
Expected speed

\( \tilde{v}, \tilde{\rho} \)  
Perturbation amplitudes of speed and density

\( w \)  
Congestion wave speed, analogically, \(-\bar{w}, -\tilde{W}_n\)

\( w(t-k) \)  
Window function

\( w^A, w^D \)  
Ac/deceleration congestion wave speeds

\( \mathcal{W} \)  
Weibull

\( x \)  
Location

\( x_n(t) \)  
Location of the \( n \)th vehicle at time \( t \)

\( \bar{X} = (\tilde{\rho}, \tilde{v})^T \)  
Column vector of perturbation amplitude

\( (x, v) \mapsto (y, u) \)  
Transition rate from state \((x, v)\) to state \((y, u)\) of traffic flow

\( z, z' \)  
Arbitrary continuous traffic flow states

\( (Z_1, Z_2) \)  
Bivariate random variables

\( (Z_1^{(i)}, Z_2^{(i)}) \)  
Observations of bivariate random variables, \( i \in \mathbb{N} \)

\( \{z_t\} \)  
Traffic flow discrete time series data, \( t = 0, 1, ..., T - 1 \)

\( Z_n \)  
Summation of random variables

\( Z_n,\text{typical} \)  
Extreme points of PDF of \( Z_n \)

\( \alpha, \beta \)  
Parameters of Weibull distribution

\( \hat{\alpha}, \hat{\beta} \)  
Parameter estimations of Weibull distribution

\( \gamma_i^S, \gamma_i^B, \gamma_i^E \)  
Net spacings before, within and after the deceleration of the \( i \)th vehicle

\( \Gamma \)  
Gamma function

\( \delta v, \delta \rho \)  
Speed and density variations

\( \Delta \)  
Field data measurement interval

\( \Delta t \)  
Update time step

\( \Delta v_n, \Delta x_n \)  
Speed and location differences between the \( n \)th and the \( n-1 \)th vehicles

\( \epsilon(x, t) \)  
Noise function at location \( x \) and time \( t \)

\( \eta(\rho, v) \)  
Inertial coefficient of driving behaviors

\( \eta_{\text{lower}}, \eta_{\text{upper}} \)  
\( \alpha/2(1 - \alpha/2) \)

\( \theta_1, \theta_2 \)  
Substitution parameters

\( \theta_{\text{OCT}}, \theta_{\text{HCT}} \)  
Dimensionless critical coefficients

\( \Theta \)  
Indicator function, analogically, \( 1(\cdot) \mapsto \{0, 1\} \)

\( \Theta(x, t) \)  
States and parameter vector at location \( x \) and time \( t \)

\( \vartheta_i^-, \vartheta_i^+ \)  
Upper and lower bounds of the \( i \)th vehicle headway

\( \kappa, \tilde{\kappa} \)  
First vehicle delay after perturbations

\( \lambda, \hat{\lambda} \)  
Parameters and their estimations

\( \lambda_p, \lambda_q \)  
Parameters of car-following and free flow states

\( \mu, \sigma \)  
Lognormal distribution parameters, analogically, headway \((\mu_h, \sigma_h)\), s-pacing \((\mu_s, \sigma_s)\), reaction time \((\mu_r, \sigma_r)\), bivariate lognormal distribution \((\mu_{z_1|z_2}, \sigma_{z_1|z_2})\)
\( \hat{\mu}, \hat{\sigma} \) Lognormal distribution parameter estimation
\( \xi, \zeta \) Random variable
\( \xi(\rho, v) \) Anticipation coefficient of driving behavior
\( \rho(x, t) \) Average density at location \( x \) and time \( t \)
\( \rho_0 \) Steady state density, initial density
\( \rho_z \) Correlation coefficient
\( \tilde{\rho}(x, t, v) \) phase space density
\( \varsigma, \bar{\varsigma} \) Vehicle gap and average vehicle gap
\( \tau \) Latency time, relaxation time and reaction time
\( \tau_{in}, \tau_{out} \) Interarrival time and service time, analogically, \( \tau_{in,i}, \tau_{in}^{(k)}, \tau_{out}, \tau_{out} \)
\( \tau_{in}(m) \) Interarrival time summation of \( m \) vehicle
\( \tau_{i}^{A}, \tau_{i}^{D} \) Reaction time of ac/deceleration
\( (\tau_{i}^{A}, w_{A}^{A} s_{stop}^{A}) \) Characteristic parameters of acceleration curve, analogically, \( (\tau_{i}^{D}, w_{D}^{D} s_{stop}^{D}) \)
\( \tilde{\Upsilon}, \Upsilon_{k} \) Inhomogeneous platoon and homogeneous sub-platoon
\( \phi_1, \phi_2, \varphi_1, \varphi_2 \) Substitution parameters
\( \Phi(\cdot) \) Standard normal distribution
\( \varphi \) Proportionality coefficient
\( \varphi_{FF}, \varphi_{PLC} \) Dimensionless critical coefficient
\( \psi(t), \hat{\psi}(f) \) Mother wavelet function and its Fourier transform, the conjugate function is \( \hat{\psi}^*(f) \)
\( \omega \) Digital frequency
\( \omega(k), k \in \mathbb{N}^+ \) Angular frequency
\( \omega_{z'z} \) Transition rate from state \( z \) to \( z' \)
\( \omega_{+(n)}, \omega_{-(n)} \) Transition rate of jam queue length from \( (n \mapsto n + 1) \) and \( (n \mapsto n - 1) \)
\( \omega_{\pm} \) Complex solution of \( \omega \)
\( \omega_{SS'} \) Transition rate from state \( S \) to \( S' \)
\( \Omega \) Analog frequency
\( \ell(\cdot) \) Likelihood function
\( \Re, \Im \) Real part and imaginary part
\( \emptyset \) Empty set

### A.2 Abbreviations

ACTM Asymmetric Cell Transmission Model
A-curve Acceleration Curve
CA Cellular Automaton
CCTM Compositional Cell Transmission Model
CDF Cumulative Distribution Function
CTM Cell Transmission Model
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>CWT</td>
<td>Continuous Wavelet Transform</td>
</tr>
<tr>
<td>DFT</td>
<td>Discrete Fourier Transform</td>
</tr>
<tr>
<td>DTA</td>
<td>Dynamic Traffic Assignment</td>
</tr>
<tr>
<td>DWT</td>
<td>Discrete Wavelet Transform</td>
</tr>
<tr>
<td>D-curve</td>
<td>Deceleration Curve</td>
</tr>
<tr>
<td>EKF</td>
<td>Extended Kalman Filter</td>
</tr>
<tr>
<td>ELCTM</td>
<td>Enhanced Lagged CTM</td>
</tr>
<tr>
<td>EM</td>
<td>Error Mean</td>
</tr>
<tr>
<td>FD</td>
<td>Fundamental Diagram</td>
</tr>
<tr>
<td>FF</td>
<td>Free Flow</td>
</tr>
<tr>
<td>FHWA</td>
<td>Federal Highway Administration</td>
</tr>
<tr>
<td>FT</td>
<td>Fourier Transform</td>
</tr>
<tr>
<td>GKT</td>
<td>Gas-Kinetic-based Traffic Model</td>
</tr>
<tr>
<td>GUE</td>
<td>Gaussian Unitary Ensemble</td>
</tr>
<tr>
<td>G/D/1</td>
<td>General Determinant 1</td>
</tr>
<tr>
<td>G/G/1</td>
<td>General General 1</td>
</tr>
<tr>
<td>HCT</td>
<td>Homogeneous Congested Traffic</td>
</tr>
<tr>
<td>i.i.d.</td>
<td>Independent and Identically Distributed</td>
</tr>
<tr>
<td>IDM</td>
<td>Intelligent Driver Model</td>
</tr>
<tr>
<td>ITS</td>
<td>Intelligent Transportation System</td>
</tr>
<tr>
<td>K-S</td>
<td>Kolmogorov-Smirnov Test</td>
</tr>
<tr>
<td>LCTM</td>
<td>Lagged Cell Transmission Model</td>
</tr>
<tr>
<td>LPO</td>
<td>Log Periodic Oscillations</td>
</tr>
<tr>
<td>LSCTM</td>
<td>Location Specific CTM</td>
</tr>
<tr>
<td>LSR</td>
<td>Least Squares Regression</td>
</tr>
<tr>
<td>MCTM</td>
<td>Modified Cell Transmission Model</td>
</tr>
<tr>
<td>MLC</td>
<td>Moving Local Cluster</td>
</tr>
<tr>
<td>NGSIM</td>
<td>Next Generation Simulation</td>
</tr>
<tr>
<td>OCT</td>
<td>Oscillated Congested Traffic</td>
</tr>
<tr>
<td>OVM</td>
<td>Optimal Velocity Model</td>
</tr>
<tr>
<td>PA</td>
<td>Perturbation Analysis</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>PeMS</td>
<td>Performance Measurement System</td>
</tr>
<tr>
<td>PLC</td>
<td>Pinned Local Cluster</td>
</tr>
<tr>
<td>PLM</td>
<td>Product Limit Method</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root Mean Square Error</td>
</tr>
<tr>
<td>RMT</td>
<td>Random Matrix Theory</td>
</tr>
<tr>
<td>SCTM</td>
<td>(Stochastic Cell Transmission Model</td>
</tr>
<tr>
<td>SSM</td>
<td>State Switching Model</td>
</tr>
<tr>
<td>STFT</td>
<td>Short-Term Fourier Transform</td>
</tr>
<tr>
<td>TF-BP</td>
<td>Traffic Flow Breakdown Probability</td>
</tr>
<tr>
<td>TSG/SGW</td>
<td>Triggered Stop-and-Go Waves</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>-------------</td>
<td>------------------------------------------------</td>
</tr>
<tr>
<td>WSS</td>
<td>Second-order Wide-sense Stationary Process</td>
</tr>
<tr>
<td>WT</td>
<td>Wavelet Transform</td>
</tr>
</tbody>
</table>
Appendix B

Linear Stability Analysis of the Higher-Order Macroscopic Model

In order to analyze the linear stability properties of the general higher-order macroscopic traffic flow model of Eq. (2.14), we assume that \( \rho(x, 0) = \rho_0 \) and \( v(x, 0) = v_0 \) are the steady state solutions, respectively. Define the following variations

\[
\begin{align*}
\delta \rho &= \delta \rho(x, t) = \rho(x, t) - \rho_0 \\
\delta v &= \delta v(x, t) = v(x, t) - v_e(\rho_0)
\end{align*}
\]

Substitute \( \rho(x, t) = \rho_0 + \delta \rho \) and \( v(x, t) = v_e(\rho_0) + \delta v \) into Eq. (2.14), it can be expanded in Taylor’s series, ignore the nonlinear terms, we obtain the following linear equations

\[
\begin{align*}
\frac{\partial \delta \rho}{\partial t} + v_e(\rho_0) \frac{\partial \delta \rho}{\partial x} + \rho_0 \frac{\partial \delta v}{\partial x} &= 0 \\
\frac{\partial \delta v}{\partial t} + v_e(\rho_0) \frac{\partial \delta v}{\partial x} &= \frac{v_e(\rho_0) - v}{\tau} + k_1 v'_e(\rho_0) \frac{\xi}{\tau} \frac{\partial \delta \rho}{\partial x} + k_2 \eta \frac{\partial \delta v}{\partial x}
\end{align*}
\]

Assume that the perturbations on traffic flow density and speed are exponential

\[
\begin{align*}
\rho(x, t) &= \rho_0 + \bar{\rho} e^{ikx + \omega(k)t} \\
v(x, t) &= v_0 + \bar{v} e^{ikx + \omega(k)t}
\end{align*}
\]

Thus,

\[
\begin{align*}
\frac{\partial \delta \rho}{\partial x} &= ik \bar{\rho} e^{ikx + \omega(k)t} , \quad \frac{\partial \delta \rho}{\partial t} = \omega \bar{\rho} e^{ikx + \omega(k)t} \\
\frac{\partial \delta v}{\partial x} &= ik \bar{v} e^{ikx + \omega(k)t} , \quad \frac{\partial \delta v}{\partial t} = \omega \bar{v} e^{ikx + \omega(k)t}
\end{align*}
\]

Substitute Eq. (B.4) into Eq. (2.14), we have

\[
A \tilde{X} = 0
\]
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where \( \tilde{X} = (\tilde{\rho}, \tilde{\nu})^T \), the elements of matrix \( A \) are

\[
A_{11} = \omega + ikv_0 \\
A_{12} = ik\rho_0 \\
A_{21} = \frac{\nu_e'(\rho_0)}{\tau} + ikk_1 \frac{\xi}{\tau} v_e'(\rho_0) \\
A_{22} = -(\omega + ikv_0) - \frac{1}{\tau} + ikk_2 \eta \frac{\xi}{\tau}
\]

Linear equations in Eq. (B.5) have valid solutions only if \( \det A = A_{11}A_{22} - A_{12}A_{21} = 0 \), then we get a quadratic plural equation with respect to \( \omega \) as follows

\[
\omega^2 + \left( \frac{1}{\tau} + i\left(2kv_0 - kk_2 \frac{\eta}{\tau}\right) \right) \omega \\
+ \left( k^2 v_0 k_2 \frac{\eta}{\tau} - k^2 v_0^2 - k^2 \rho_0 v_e'(\rho_0) k_1 \frac{\xi}{\tau} \right) \\
+ \frac{i}{\tau} \frac{k(v_0 + \rho_0 v_e'(\rho_0))}{\tau} = 0 \quad (B.6)
\]

It can be reduced to

\[
\omega^2 + (\phi_1 + i\varphi_1) \omega + (\phi_2 + i\varphi_2) = 0 \quad (B.7)
\]

where

\[
\phi_1 = \frac{1}{\tau} \\
\varphi_1 = 2kv_0 - kk_2 \frac{\eta}{\tau} \\
\phi_2 = -k^2 v_0^2 - k^2 \rho_0 v_e'(\rho_0) k_1 \frac{\xi}{\tau} + k^2 v_0 k_2 \frac{\eta}{\tau} \\
\varphi_2 = -\frac{k(v_0 + \rho_0 v_e'(\rho_0))}{\tau}
\]
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The solutions of Eq. (B.7) are

$$\omega_{\pm} = -\frac{\phi_1}{2} - i\frac{\varphi_1}{2} \pm \sqrt{\frac{1}{2} \left(2\phi_1\varphi_1 - 4\varphi_2\right)} + i \left(\frac{\phi_1\varphi_1 - 2\varphi_2}{2}\right)$$

$$= -\frac{\phi_1}{2} - i\frac{\varphi_1}{2} \pm \sqrt{\Re \pm i|\Im|}$$

$$= \left(\frac{-\phi_1}{2} \pm \sqrt{\sqrt{\Re^2 + |\Im|^2} \pm \Re}\right) + i \left(\frac{-\varphi_1}{2} \pm \sqrt{\sqrt{\Re^2 + |\Im|^2} - \Re}\right)$$  (B.8)

where

$$\Re = \frac{\phi_1^2 - \varphi_1^2 - 4\varphi_2}{4}, \quad |\Im| = \frac{\phi_1\varphi_1 - 2\varphi_2}{2}$$  (B.9)

The real part of the solution in Eq. (B.8) is

$$\text{Re} (\omega_{\pm}) = -\frac{\phi_1}{2} \pm \sqrt{\frac{1}{2} \left(\sqrt{\Re^2 + |\Im|^2} + \Re\right)}$$  (B.10)

Let Re (\omega_{\pm}) = 0, which is equivalent to

$$\phi_1^2 \Re + |\Im|^2 = \frac{\phi_1^4}{4}$$  (B.11)

thus,

$$\phi_1^2 \phi_2 - \varphi_2^2 + \phi_1 \varphi_1 \varphi_2 = 0$$  (B.12)

Substitute the parameters of the general higher-order macroscopic model into Eq. (B.12), we obtain the critical linear stability condition as following

$$\rho_0 v'_e (\rho_0) + k_1 \frac{\xi}{\tau} + k_2 \frac{\eta}{\tau} = 0$$  (B.13)

Thus, the linear stability condition is Re (\omega_{\pm}) \leq 0, i.e.

$$\rho_0 v'_e (\rho_0) + k_1 \frac{\xi}{\tau} + k_2 \frac{\eta}{\tau} \geq 0$$  (B.14)

Substitute $\partial_\rho P_1$ and $\partial_\rho P_2$ into Eq. (B.14), assume they satisfy $\partial_\rho P_2 (\rho, v) \leq 0$, $v'_e (\rho) \leq 0$ and $\eta = -\frac{2}{\rho} \varphi_2 (\rho, v) \geq 0$. Then the linear stability constion is equivalent to the following inequation in [95]

$$\rho_0 |v'_e (\rho_0)| \leq \sqrt{\frac{\partial P_1}{\partial \rho} + \frac{1}{4\rho^2} \left(\frac{\partial P_2}{\partial v}\right)^2 + \frac{1}{2\rho} \left|\frac{\partial P_2}{\partial v}\right|}$$  (B.15)
Appendix C

Linear Stability Analysis of the Multi-Anticipative Car-Following Models

The purpose of microscopic traffic flow stability analysis is to study the perturbation effects from one vehicle to another vehicle. The equilibrium state of traffic flow is assumed when a platoon moves at the same spacing and speed. A general conclusion of the multi-anticipative car-following model is that the stability region increases with the decline of drivers reaction delays and the multi-vehicle information. Information of multi-vehicle speed differences and spacings increase stability in the evolution of traffic flow. Stability can be categorized into local stability and asymptotic stability. The former type accounts for car-following behaviours of two consecutive vehicles, while the latter one is to study the complex behaviours of a platoon.

When a perturbation occurs to the first vehicle or in the middle of a platoon, it may be enlarged or reduced when propagating upstream. If traffic flow is unstable, the perturbation will gradually change the smooth flow into a congested state; If the system is stable, the perturbation will gradually shrink and disappear, be ultimately controlled in a certain small range in the propagation process, after that, the system will restore equilibrium. Therefore, traffic congestion can be regarded as a phenomenon of instability, the related studies are of great significance in the analysis of traffic flow characteristics, reasons of rear-end accidents and traffic jams, increase of driving safety and road capacity etc.

Although there are a variety of car-following models in literature, most of them can be basically assorted as a nonlinear relationship between acceleration of the \( n \)th vehicle and speed, spacing and speed difference. A general expression is

\[
a_n = f (x_n, ..., x_{n-m+1}; v_n, ..., v_{n-m+1}), \ m \in \mathbb{N}^+
\]

(C.1)

Assume a platoon runs on a homogeneous road, given an initial equilibrium state that the spacing is a constant of \( \bar{s} \), the corresponding speed of each vehicle is \( \bar{v} \). For \( N \) vehicles,
we have
\[ \bar{x}_n(t) = (N - n)\bar{s} + \bar{v}t, \quad n \in \mathbb{N}^+ \]  
(C.2)
where \( \bar{s} \) and \( \bar{v} \) are the net gap of two adjacent vehicles and the velocity of vehicles in homogenous flow, respectively. \( \bar{x}_n(t) \) is the location of the \( n \)th vehicle at time \( t \).

Let \( y_n(t) \) be a small perturbation with the linear Fourier-mode expanding from the steady state position of the \( n \)th vehicle at time \( t \). The position \( x_n(t) \) with as a small deviation is expressed as follows
\[ x_n(t) = \bar{x}_n(t) + y_n(t) \]  
(C.3)
Suppose the small perturbation of homogenous flow is chosen as:
\[ y_n(t) = \Re \left( ce^{i\alpha k n + z t} \right) = x_n(t) - \bar{x}_n(t), \quad |y_n(t)| \ll 1 \]  
(C.4)
where \( c \) is the constant, \( \alpha_k = 2\pi k/N, \quad k = 0, ..., (N - 1) \).

We use the long-wavelength expansion to analyze the three models and here we generally consider the finite reaction time. However, the instabilities can also first arise at nonzero wave number, i.e. the short-wavelength instability, for \( \tau > 0 \), which can be very complex. While the problem does not arise for the case of \( \tau = 0 \) [259]. For simplicity, the linear analysis in the following sections only discusses the long-wavelength instability pattern.

### C.1 Model I

Assume that the ac/deceleration behaviour of the \( n \)th vehicle is a linear combination of the reactions with regard to its \( m \) preceding vehicles, i.e.
\[ \dot{v}_n(t + \tau) = \sum_{j=1}^{m} \gamma_j f \left( s_{n,n-j}(t), v_n(t), \Delta v_{n,n-j}(t) \right) \]  
(C.5)
where \( \tau \) is driver reaction delay. \( s_{n,n-j} = x_{n-j} - x_n - L_{n-j} \) is the gap between the \( n \)th vehicle and the preceding \((n - j)\)th vehicle. \( \Delta v_{n,n-j}(t) = v_n - v_{n-j} \) is the velocity difference between the \( n \)th vehicle and the \((n - j)\)th vehicle. \( L_{n-j} \) is the vehicle length of the \( n - j \)th vehicle, and equals to \( L \) for simplicity. The weighting coefficients \( \gamma_j (j = 1, 2, ..., m) \) decrease monotonically as \( m \) increases, which indicates that the influences of the vehicles ahead decrease according to the distance gaps. The weighting coefficients \( \gamma_j \) are introduced here, because the simply summing up formula will lead to inconsistent desired headways when considering different number of preceding vehicles at the same homogenous velocity. The inconsistence can also be avoided by selecting the suitable \( \gamma_j \). We assume that \( 0 \leq \gamma_j \leq 1 \), \( \sum_{j=1}^{m} \gamma_j = 1 \).
Suppose $y_n(t)$ to be a small deviation from the uniform steady state. We have

$$\ddot{y}_n(t+\tau) = \sum_{j=1}^{m} \gamma_j [f_{1j}(y_{n-j}(t) - y_{n-j+1}(t))]
+ \sum_{j=1}^{m} \gamma_j [f_{2j}\dot{y}_n(t) + f_{3j}(\dot{y}_n(t) - \dot{y}_{n-j}(t))]$$

(C.6)

where $\partial f/\partial s_{n,n-j}(\bar{s}, \bar{v}, 0) = f_{1j} \geq 0$, $\partial f/\partial v_n(\bar{s}, \bar{v}, 0) = f_{2j} \leq 0$ and $\partial f/\partial \Delta v_{n,n-j}(\bar{s}, \bar{v}, 0) = f_{3j} \leq 0$.

We can rewrite Eq. (C.6) to obtain the difference equation

$$\ddot{y}_n(t + 2\tau) - \dot{y}_n(t + \tau)
= \tau \sum_{j=1}^{m} \gamma_j f_{1j}(y_{n-j}(t) - y_{n-j+1}(t)) + \sum_{j=1}^{m} \gamma_j f_{2j}(y_n(t + \tau) - y_n(t))
+ \sum_{j=1}^{m} \gamma_j f_{3j}(y_n(t + \tau) - y_n(t) - y_{n-j}(t + \tau) + y_{n-j}(t))$$

(C.7)

To maintain linear stability, it requires the real part of $z$ is negative for any mode of small perturbations $y_n(t)$ ($k = 0, 1, ..., N - 1)$, we have

$$(e^{\tau z} - 1) \left[ e^{\tau z} z - \sum_{j=1}^{m} \gamma_j f_{2j} + \sum_{j=1}^{m} \gamma_j f_{3j} (e^{-ij\alpha_k} - 1) \right] = \tau \sum_{j=1}^{m} \gamma_j f_{1j} (e^{-ij\alpha_k} - e^{-i(j-1)\alpha_k})$$

(C.8)

By expanding $z = z_1(ia_k) + z_2(ia_k)^2 + ...$ in Taylor’s series, where $z$ is the complex growth rate, $z_1$ and $z_2$ are real numbers. Therefore, the first order and second order terms of the expression of $z$ is given respectively as follows:

$$z_1 = \frac{\sum_{j=1}^{m} \gamma_j f_{1j}}{\sum_{j=1}^{m} \gamma_j f_{2j}}$$

(C.9)

$$z_2 = \frac{(1 - \tau \sum_{j=1}^{m} \gamma_j f_{2j})z_1^2 - z_1 \sum_{j=1}^{m} \gamma_j f_{3j} j - \sum_{j=1}^{m} \gamma_j f_{1j} (j - 1/2)}{\sum_{j=1}^{m} \gamma_j f_{2j}} > 0$$

(C.10)

For small disturbances with long wavelengths, the stationary traffic flow is stable when the following condition is satisfied:

$$\tau < \frac{1}{\sum_{j=1}^{m} \gamma_j f_{2j}} - \frac{\sum_{j=1}^{m} \gamma_j f_{1j} \sum_{j=1}^{m} \gamma_j f_{3j} j + \sum_{j=1}^{m} \gamma_j f_{1j} (j - 1/2) \sum_{j=1}^{m} \gamma_j f_{2j}}{\left( \sum_{j=1}^{m} \gamma_j f_{1j} \right)^2}$$

(C.11)

It provides a criteria that can be applied into all car-following models with the consideration of reaction delays to verify the boundary of stable and unstable regimes of traffic flow.
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C.2 Model II

Different from Model I, Model II takes actions according to the gap/velocity differences between two adjacent vehicles ahead instead of the gap/velocity differences between the subject vehicle and an arbitrary preceding vehicle.

\[ \dot{v}_n(t + \tau) = \sum_{j=1}^{m} \gamma_j f(s_{n-j+1}(t), v_n(t), \Delta v_{n-j+1}(t)) \]  \hfill (C.12)

where \( s_{n-j+1} = x_{n-j} - x_{n-j+1} - L \) is the net gap between the \((n-j+1)\)th vehicle and the nearest preceding vehicle. \( \Delta v_{n-j+1} = v_{n-j+1} - v_{n-j} \) is the velocity difference of two adjacent vehicles.

Suppose \( y(t) \) to be a small disturbance from the uniform steady state, i.e.

\[ \ddot{y}_n(t) = \sum_{j=1}^{m} \gamma_j [f_1(j)(y_{n-j}(t) - y_{n-j+1}(t)) + f_2(j)(\dot{y}_{n-j+1}(t) - \dot{y}_{n-j}(t))] \] \hfill (C.13)

where \( \gamma_1 = 1, \ 0 < \gamma_j < 1, \ j = 2, 3, \ldots, m. \) The partial derivation of acceleration satisfies \( \partial f/\partial s_{n-j+1}(j\bar{s}, \bar{v}, 0) = f_{1j} \geq 0, \ \partial f/\partial v_{n-j+1}(j\bar{s}, \bar{v}, 0) = f_{2j} \leq 0, \) and \( \partial f/\partial \Delta v_{n-j+1}(j\bar{s}, \bar{v}, 0) = f_{3j} \leq 0. \)

The corresponding difference equation is

\[ \dot{y}_n(t + 2\tau) - \dot{y}_n(t + \tau) = \tau \sum_{j=1}^{m} \gamma_j f_{1j}(y_{n-j}(t) - y_{n-j+1}(t)) + \sum_{j=1}^{m} \gamma_j f_{2j}(y_n(t + \tau) - y_n(t)) \]
\[ + \sum_{j=1}^{m} \gamma_j f_{3j}(y_{n-j+1}(t + \tau) - y_{n-j+1}(t) - y_{n-j}(t + \tau) + y_{n-j}(t)) \] \hfill (C.14)

Then the equation for \( z \) can be obtained for any mode of perturbation, \( k = 0, \ldots, (N-1), \) which requires the real part of \( z \) negative in order to maintain the linear stability. We obtain

\[ (e^{\tau z} - 1) [e^{\tau z} - \sum_{j=1}^{m} \gamma_j f_{2j} + \sum_{j=1}^{m} \gamma_j f_{3j}(e^{-ij\alpha_k} - e^{-i(j-1)\alpha_k})] \]
\[ = \tau \sum_{j=1}^{m} \gamma_j f_{1j}(e^{-ij\alpha_k} - e^{-i(j-1)\alpha_k}) \] \hfill (C.15)

Similarly, the first and second order terms in the expression of \( z \) can be written respectively as

\[ z_1 = \frac{\sum_{j=1}^{m} \gamma_j f_{1j}}{\sum_{j=1}^{m} \gamma_j f_{2j}} \] \hfill (C.16)
where $$f$$

$$P$$

$$Q$$

$$s$$

$$v$$

$$Q$$

$$P$$

$$s_n = \sum_{p=1}^{P} \varphi_p s_{n-p+1}$$, where the weighting coefficients satisfy $$\sum_{p=1}^{P} \varphi_p = 1$$. And the follower will consider the average vehicle-vehicle velocity difference of $$Q$$ preceding vehicles as

$$\Delta \bar{v}_n = \sum_{q=1}^{Q} \psi_q \Delta v_{n-q+1}$$, where the weighting coefficients satisfy $$\sum_{q=1}^{Q} \psi_q = \Psi_Q$$, and the scaling coefficient $$\Psi_Q$$ might not equal to 1 because $$s_{n-p+1}$$ and $$\Delta v_{n-q+1}$$ have different dimensions. $$P$$ can be different from $$Q$$ because they can be regarded as independent statistic variables.

$$\bar{y}_n(t + \tau) = f_1 \sum_{p=1}^{P} \varphi_p (y_{n-p}(t) - y_{n-p+1}(t)) + f_2 \bar{y}_n(t)$$

$$+ f_3 \sum_{q=1}^{Q} \psi_q (\bar{y}_{n-q+1}(t) - \bar{y}_{n-q}(t))$$ (C.20)

where $$f_1 = \partial f / \partial \bar{s}_n (\bar{s}, \bar{v}, 0) \geq 0$$, $$f_2 = \partial f / \partial \bar{v}_n (\bar{s}, \bar{v}, 0) \leq 0$$ and $$f_3 = \partial f / \partial \Delta \bar{v}_n (\bar{s}, \bar{v}, 0) \leq 0$$.

The corresponding difference equation is

$$\bar{y}_n(t + 2\tau) - \bar{y}_n(t + \tau)$$

$$= \tau f_1 \sum_{p=1}^{P} \varphi_p (y_{n-p}(t) - y_{n-p+1}(t)) + f_2 (y_n(t + \tau) - y_n(t))$$

$$+ f_3 \sum_{q=1}^{Q} \psi_q (y_{n-q+1}(t + \tau) - y_{n-q+1}(t) - y_{n-q}(t + \tau) + y_{n-q}(t))$$ (C.21)
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The algebraic equation for $z$ can be obtained as

$$(e^{	au z} - 1) \left[ e^{	au z} z - f_2 + f_3 \sum_{q=1}^{Q} \psi_q \left( e^{-i q \alpha_k} - e^{-i (q-1) \alpha_k} \right) \right] = \tau f_1 \sum_{p=1}^{P} \varphi_p \left( e^{-i p \alpha_k} - e^{-i (p-1) \alpha_k} \right)$$

Expanding the first and second order in the expression of expanding $z$, we have

$$z_1 = \sum_{p=1}^{P} \varphi_p f_1 / f_2$$

$$z_2 = \left[ (1 - f_2 \tau) z_1^2 - f_3 z_1 \psi_q - f_1 \sum_{p=1}^{P} \varphi_p (p - 1/2) \right] / f_2 > 0$$

Thus, the stable condition of homogenous flow is described as follows

$$\tau < 1 / f_2 - \frac{\sum_{q=1}^{Q} \psi_q f_3 + f_2 \sum_{p=1}^{P} \varphi_p (p - 1/2)}{f_1}$$
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